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      About this guide
    

    
      I’m a mathematician and computer scientist by training. I began working on the SKAO in 2014, and am trying to write the orientation guide I didn’t have. It doesn’t go into the maths or science to the level that’s required if you’re going to try building a radio telescope yourself or if you’re going to be analysing radio telescope data. But if you’re from a computing background, and need some context on how the SKA works that’s pitched above that of a general member of the public, this should hopefully be the right thing. It assumes approximately a secondary school level of general science (not least because that’s all the science education I’ve had — I like to wind up radio astronomers by pointing out that I don’t even have GCSE Physics.) 
    

    
      This is a rough guide, so I’ll miss out on history, fine details, and so on, so long as 
      it’s a good
       enough and not a completely misleading impression. Lies-to-programmers, if you will, instead of lies-to-children.
      
        [1]
      
    

    
      What is a Radio Telescope?
    

    
      A radio telescope is, in essence, pretty similar to a normal telescope. You may have used binoculars or a small optical telescope as a child. A telescope helps you collect photons and deliver them to a detector. For binoculars, the detectors are your eyes. For modern optical telescopes, that’s a CCD. The mechanism for detecting photons in a radio telescope is slightly less obvious, but the principle is the same.
    

    
      
    

    
      Radio telescopes just collect photons from a different part of the 
      
        electromagnetic spectrum
      
      . Visible light is the part of that spectrum that we can detect with our eyes. It’s a fairly high-frequency end of the spectrum — only gamma rays, X-rays and 
      ultraviolet
       rays are at a higher frequency.
      
        [2]
      
    

    
      
    

    
      The SKA is working with radio waves at a fairly low frequency — visible light is at ~300 Terahertz (THz), with a wavelength of ~1 micrometer (high frequencies have short wavelengths). SKA Low works from 50-450MHz (wavelengths between approximately 10m and 0.5m). SKA Mid works from 400MHz-15GHz (wavelengths between approximately 50cm and 5cm).
      
        [3]
      
       
    

    
      
    

    
      How do we collect the photons? A radio antenna receives the photons, and because of how metal behaves in an electromagnetic field, it picks up some of the energy of the photons. This is then amplified in a receiver. We then measure the phase and amplitude of the resulting current, and digitise that signal output. 
    

    
      
    

    
      If you just put a radio receiver down in a field, it’ll receive signals from all over the sky. So often, we’ll mount our receivers at the focus of a 
      parabolic
       dish, so we can control the direction from which we’re capturing our signals. 
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      Why dishes and antennas?
    

    
      This is all to do with frequency. For high frequencies, we’re capturing tiny tiny electromagnetic waves, and we focus onto our antenna using a parabolic dish. For low frequencies, we’re capturing metre-plus wavelengths, so we can use a rather bigger antenna, and we don’t use a dish. This is because the dish would need to be huge and would also need to have quite a large antenna at the focus, which is a bit difficult to engineer. Also, bare antennas are cheaper, so we have a trade-off between the benefits of focusing waves onto an antenna (which we can possibly also cool to make it less noisy - but cooling costs money!) and the benefits of building more antennas which cost less money.
    

    
      Why build lots of dishes and antennas?
    

    
      When you have lots of dishes or antennas working at the same frequency, you can use a technique called interferometry. You can collect your individual dishes or antennas together, making an 
      interferometer.
    

    
      
    

    
      Why build this interferometer then? It sounds complicated.
    

    
      Interferometry uses the magic of mathematics to make it possible to pretend you’ve got a much bigger telescope. You get much better resolution — so you can see smaller things. There’s a trade-off though — your sensitivity isn’t as good, so you can see small bright objects better, but not large objects which are not so bright. (There are a few tricks to deal with the sensitivity problem, though.) Interferometry is how the Event Horizon telescope managed to image the shadow of a black hole in M87, a galaxy more than 50 light-years away!
    

    
      
    

    
      So how does interferometry work?
    

    
      We need a bit of terminology here. An interferometer is made up of elements. An element is a dish, or an antenna, or for SKA Low, a station. (An 
      SKA Low station is its own mini-interferometer
       — we’ve got an interferometer within an interferometer.) Using the word element also means we’ve got terminology that we can use for both Mid and Low! I don’t have to write antennas or dishes all the time!
    

    
      
    

    
      A 
      baseline
       is made up of a pair of elements. Let’s draw a diagram.
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      We take the signal from element 1, and the signal from element 2, and cross-correlate them. 
    

    
      Actually, there’s a step we 
      do first
      . We delay the signal from element 1, because the light from our radio source arrives at element 1 before it arrives at element 2. True, it’s only by fractions of a second, but that’s enough to mess up our correlation if we don’t correct for it. So if we want a good impression of what our radio source is, we need to line up signals 1 and 2 in time
       — 
      otherwise we just get rubbish. 
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      This delay lines up the phase centres of the signal, which gives us a good clue that we’re looking at the same source.
      
        [4]
      
       
    

    
      
    

    
      If you are very good at geometry, you might be able to work out that the phase centre of the signal will 
      also
       align if the signal at element 2 is exactly one wavelength out of phase with the signal received at element 1.
    

    
      
    

    
      This means we can talk about 
      fringes
      . This isn’t referring to your hairstyle or 1920s flapper fashion, but what you get when the waves arriving at the two elements of a baseline are exactly one wavelength apart. We’ll come back 
      to fringes
       later, when talking about data processing. For now, all we need to know is that fringes are important to radio astronomers — they allow you to diagnose all kinds of things about your telescope!
    

    
      
    

    
      Let’s go back to delays. They used to be dealt with by switching in a length of wire to delay the signal by making it travel further. Now we do this electronically.
    

    
      
    

    
      So we now have lined up our signal on our baseline. We’ve made sure the phase centres are aligned properly. What have we achieved by doing all this engineering?
    

    
      
    

    
      Well, we’ve created a telescope with an effective aperture that’s got an exactly equivalent resolution to that of a filled-in radio dish of the same diameter. The largest filled-aperture telescope in the world is FAST, a 500m diameter dish in China. But, by using baselines, you can mimic a dish that’s 50+km in diameter (like the SKA telescopes), or 10,000km in diameter, like the Event Horizon telescope. 
    

    
      
    

    
      You do lose sensitivity when you do that. So if you want to see faint signals, a filled-aperture dish is best. (That’s one of the reasons the Parkes telescope — a 64m dish in Australia — is so good at seeing Fast Radio Bursts.)
    

    
      
    

    
      Now, you can cheat to get some sensitivity back (where “cheat” means “spend more money”.) The reason single dishes can be sensitive is that they collect lots of photons and focus them with a parabolic dish. You can also get lots of photons from your source by having lots of baselines, and by looking at your source for a long time. The latter technique involves 
      stacking 
      images from several observations together, and this causes faint sources to show up — because while in a short exposure, the faint source isn’t distinguishable from noise, but if you’re getting the same faint source in several exposures, there’s something there, because the noise is random, and will not appear in the same place in tens or hundreds of hours of observations.  The other technique (lots of baselines) effectively “fills in” the aperture. Astronomers tend to call this “getting good 
      uv
      -coverage”.
      
        [5]
      
       We’ll be talking more about this later.
    

    
      
    

    
      By having a dense core of elements, you can have the best of both worlds — you can get great resolution with long baselines, and you can get great sensitivity by having a dense core. This underlies the layout of both SKA telescopes, and also some of our precursor instruments such as LoFAR.
    

    
      Big is Small; Small is Big
    

    
      Radio astronomers love to say, “Big is small; small is big.” What does it mean?
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      Your Field of View (FoV) is what you can see. If you have a single dish, it’s pretty easy to work out what your Field of View is. You might cut off the edges of your image, because the signal quality there won’t be so good — you’ll be missing bits. The FoV for an interferometer is made up of the overlapping fields of view of the elements. You always cut the edges off, because those bits won’t have such good 
      uv
      -coverage, and the bits you’re only seeing from one element will disappear. But because you’re just looking at the overlapping views of the elements, a radio telescope with big baselines will have a small Field of View. That’s how the Event Horizon Telescope could look at the detail of a black hole. Similarly, telescopes with a dense core will get a good picture of large-scale structure in the sky — like the kind of things LoFAR and MWA want to look at. Big is Small; Small is Big.
    

    
      
    

    
      You can use this to do some neat analysis tricks. You want to look at gas structure in the early universe. That’s looking at something Big, so you want 
      short baselines
       to see the 
      big stuff
      . But there are all these bright nearby stars in the way, swamping the small signal from the gas. Oh no!
    

    
      
    

    
      But we can use our 
      big baselines
       to get a really good look at the 
      small bright thing
       in the way. Then we can model the bright star (or bright whatever-it-is), subtract the contribution the bright star is making to our image, and get an image of the gas behind it. Telescopes like AMI and ALMA already do this — and we’ll be doing this with SKA. 
    

    
      
    

    
      Challenges
    

    
      I’ve made it sound pretty simple so far. The basics of radio astronomy aren’t very hard. The vast majority of the concepts you’ll meet aren’t that hard to grasp on their own. The problem is that there are a lot of things to consider, and they interact with each other in complex ways. A good deal of radio astronomy is modelling these interactions and accounting for them. 
    

    
      I’ll go into a few of the challenges, starting with challenges related to the physical telescope, then challenges related to signal and data processing. 
    

    
      
    

    
      Physical Challenges
    

    
      Support Structures
    

    
      When you’re putting an antenna at the centre of the focus of a paraboloid, you need something to hold it there. Problem is, your support structures get in the way, and block some photons from getting to your detector. 
    

    
      
    

    
      This isn’t just a question of getting less light (which is obviously not great when you’re looking for very faint signals). We’re going to have to detour into some technical details about what we are really doing with a radio telescope. The discussion that follows skips over a bunch of steps and a lot of detail so that I can give an overview of things to consider when designing a dish.
    

    
      
    

    
      First we need to think a bit about what a radio telescope dish “sees” when it’s looking at the sky. This means we need to consider the properties of the antenna. 
    

    
      
    

    
      We need to know the 
      grading
       of the antenna. The antenna grading describes how electrical current is distributed across the aperture of the telescope. We can sample the grading to get a complex number that gives us the amplitude and phase of the current (this is standard electronics). The grading of the whole antenna can be determined by sampling, and then the grading can be expressed as a  complex function in two dimensions. We then compute the 2D Fourier Transform (more later!) of the aperture grading, to get the beam pattern, or 
      primary beam
      . We can consider the primary beam as an approximation of what the telescope “sees”. 
    

    
      
    

    
      If you do this for a circular aperture, you’ll get out a diffraction pattern, which is your 
      primary beam
      . A bit more maths allows you to see where the antenna is most sensitive to radiation — which is on the peak of the beam. But it’s also going to pick up stuff that’s sitting in its 
      side lobes
      . If you put supports on your dish to hold the antenna that’s your aperture, you can get some weird patterns in your primary beam — even if you’re looking at a perfect source, you’ll get these strange patterns showing up whenever you look at it.
    

    
      
    

    
      So SKA is using an 
      offset Gregorian
       for its dishes. Instead of sticking the antenna at the focus of the paraboloid, and getting those weird patterns from its supports, you slice your paraboloid a bit differently, so you can send all the photons to another sliced paraboloid, which then focuses the photons onto an antenna. By off-setting the second mini-dish, you can arrange that there aren’t any structures in the way of the antenna. You will get a few weirdnesses at the edge of your primary beam, but you were going to cut the edges off your image anyway, so it matters less than having weird patterns in the middle of your beam response. 
    

    
      
    

    
      Other physical things that can affect your primary beam
    

    
      Remember, the primary beam is saying whence in the sky you’re most sensitive to signals. It can be affected by gravity and temperature. If you build a big heavy dish, it will deform slightly under gravity as you move it around, and that will affect your primary beam. That’s why the biggest single dishes aren’t fully steerable — it’s too hard to compensate for gravity.
      
        [6]
      
       Similarly, temperature can change the shape of your dish, and behaviour of some of your electrical components. This is less of a problem at low frequencies, but for the Mid telescope, we need to cryogenically cool parts of the receiver to stop noise from temperature destroying our signal. 
    

    
      We can also measure the effect on the signal, and then model this in software and reduce or remove the effect. The fainter and more diffuse the signal you’re trying to detect, the better your correction needs to be. And there are some things that you can’t remove altogether. 
    

    
      
    

    
      You also need the dish to be smooth (where “smooth” means that any surface irregularities are smaller than ~1/10th of the wavelength you’re interested in). You can cope with smaller irregularities OK — larger irregularities tend to swamp the signal — but smoother is better. So if you’re observing at multiple wavelengths using the same dish, it needs to be smooth enough to get good signals for the shortest wavelength you’re observing. 
    

    
      
    

    
      How to arrange your interferometer
    

    
      If you place elements too close together, you get antenna shadowing, where one antenna’s view is blocked or shaded by another antenna. This is a particular problem when observing close to the horizon. Antenna shadowing will alter the primary beam of the interferometer. (The primary beam of the interferometer as a whole is derived from the primary beams of each of the elements — you’re just sampling from lots of antennas, rather than one, to derive your primary beam.)
    

    
      
    

    
      You’ll also get some small effects on the telescope’s primary beam if the peak of one element’s primary beam overlaps with the sidelobes of the primary beam of another element. This can boost the sidelobe, and make its signal appear bigger. Normally, that’s not completely terrible — you’re increasing your sensitivity to signals from that part of the sky. Where this can go very wrong is when you try to make your image, as this distorts the image, particularly relative brightness. If you arrange your antennas into a pretty symmetrical pattern on the ground, the primary beam of the telescope will have that pattern causing weird patterns, caused by that sidelobe boosting.
      
        [7]
      
       So we lay our interferometer (SKA) out using a pseudo-random pattern that means we should get an even and predictable beam from our telescope.
    

    
      uv
       
      coverage
    

    
      We’ve touched a bit on what 
      uv
       coverage is. SKA has really good instantaneous 
      uv
       coverage — i.e. if we take a quick snapshot of the sky, we have a pretty good filled aperture. You can then fill in more by waiting a bit, as the earth is rotating quickly and will help you fill in the gaps. This technique is called 
      earth-rotation aperture synthesis
      . Ultimately, it allows you to get a picture of all of the sky that’s visible from your telescope site — just with less sensitivity than if you had a fully filled aperture on your telescope.
    

    
      
    

    
      There are some difficulties in doing aperture synthesis, though. You have to watch out for smearing, particularly on long baselines, as the small patch of the sky they see is changing quite rapidly. The pseudo-random layout helps give good coverage of separate points in the sky.
    

    
      
    

    
      
    

    
      
        [image: ]
      
    

    
      
    

    
      It’s useful to understand what astronomers mean by 
      uv 
      coverage. 
      u
       and 
      v
       are parts of a 
      coordinate
       system. It’s a 2D Cartesian 
      coordinate
       system, so on a regular grid. However,  we use a spherical 
      coordinate
       system to point our telescope
       — 
      Right Ascension (a measurement of how far a point is around the celestial equator
       — 
      the celestial equivalent of longitude) and declination (how far north or south we are of the celestial equator
       — 
      the equivalent of latitude). Why, you might ask, do we talk about 
      uv
       coverage using a Cartesian system? Well, often enough, a 2-dimensional Cartesian grid is a good enough approximation of a small patch of a sphere. It also matches up with what happens in data processing.
    

    
      We also can’t talk about 
      uv 
      coverage without talking about time. You can cover all the sky you can see from your telescope site if you wait long enough. So we’ll often talk about instantaneous 
      uv
       coverage
       — 
      the coverage you get with one scan of the sky (a period of approximately 10 minutes for SKA), or the coverage you’ll get with a scheduling block (a few hours of scans), or an observation (a number of scheduling blocks).  You can even look at the 
      uv
       coverage for one correlator dump.
    

    
      
    

    
      These pictures are taken from APSYNSIM, a package that allows you to look at the 
      uv
       coverage for different antenna configurations (and a few other things!)
      
        [8]
      
       This is using an ALMA array configuration, and you can see that the coverage gets better as we add in antennas.
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      Correlator dump?
    

    
      Ah yes. Your antenna is receiving signals constantly. However, we have to sample the signals to get a measurement out. We then correlate the signals. However, the correlator can’t hold infinite data, so eventually, you bundle up what the correlator has handled so far, and spit that out as a set of data packets. The dump time is the cadence at which the correlator spits out those packets. SKA Low can set correlator dump times at multiples of 
      0.25 seconds
      , with the usual dump time being 0.75 seconds (for Mid, it’s multiples of 0.14s).
      
        [9]
      
       How you set the correlator dump time has implications for what signals you’re sensitive to. Small dump times are good for detecting things that vary quickly
       — 
      like some pulsars
      , which can send out signals every few seconds, or even every few 
      milliseconds
      .
      
        [10]
      
       Larger dump times help keep the data rate down, and can help reduce sampling noise.
      
        [11]
      
       Once again, we have to make a trade off based on what we want the telescope to do. 
    

    
      Back to 
      uv
       coverage
    

    
      Yes. The 
      uv 
      coverage will improve as you spend more time looking at a patch of sky; you’ll fill in more of the aperture of the 100km telescope you’re working with. [TODO add pics from confluence].  You can draw diagrams showing the increasing 
      uv
       coverage over time. A pseudo-random layout of antennas will help you fill in more of the aperture with fewer weird patterns in your primary beam. Good instantaneous 
      uv 
      coverage helps get back the sensitivity you’ve lost by using an interferometer, though it’ll never be as good as a dish of the same size. However, we don’t have to find somewhere to put a 100km diameter dish, and we can steer our beams from our telescopes to look at more of the sky; a 100km dish can pretty much only look at stuff that’s overhead. 
    

    
      The dense core of receivers means that we fill in the centre of the field of view pretty rapidly. The longer baselines allow us to fill in the bits nearer the edge of the field of view, gradually, over minutes or hours.
    

    
      
    

    
      Temperature, Noise, and RFI
    

    
      We’ve mentioned a bit about temperature. We monitor our system temperature carefully, because thermal emissions cause noise. (We mean this literally in terms of dB
       — 
      that's how this is measured.) This is a particular problem for higher-frequency receivers, but even for the Low telescope,  we do worry about the “hum” of electronic equipment, RFI (Radio Frequency Interference) from such sources as: TV stations, radio stations, WiFi
      
        [12]
      
      , and so on. All of these things (and more!) emit radio noise at some number of decibels, and can interfere with our observations. Therefore, we want to eliminate these if possible, or model them to remove the effects from our data (if there’s nothing else we can do).
    

    
      
    

    
      We can eliminate phones by switching them off on site. We can try asking satellite constellations to turn off their transmissions when over our radio-quite sites, or direct the transmissions away from our sites. We can’t stop a Perth TV station transmitting, so we model (and later on, we’ll observe it), to subtract out their signal. We’ll also model and measure noise from the system, and subtract that, if we can’t eliminate it. We cryogenically cool higher-frequency receivers, because otherwise thermal noise from the system will overcome our signal.
    

    
      
    

    
      This 
      allows
       us to recover very faint signals. We still have random noise to deal with, but this is at the level of the signal (not much louder!), and we can overcome it by stacking images. Obviously, the more sources of noise there are, the harder it is to remove them all correctly, so you’re sure you’re left with random noise plus your signal. That’s why we like to observe in a radio-quiet area, with well-characterised receivers, so you stand a reasonable chance of getting a good signal.
    

    
      
    

    
      Why does stacking help? Well, if I take one image of a patch of sky, and another image of the same patch of the sky, (and a few more images), the noise on all of those images shouldn’t be the same, because it’s random. The signal will be the same in all of those images (assuming that we’re not looking at a time-varying source
       — 
      though there are ways of dealing with this too), and the signal, over time, will overcome the noise. So eventually, we’ll detect a very faint source, because it’ll be there across repeated observations, but the noise will cancel out. 
    

    
      
    

    
      Weather, the Ground, and the Atmosphere
    

    
      Weather can provide us with more problems than just temperature. Though there’s plenty of challenge there; we need all our components to withstand the temperature ranges that you get in the desert. And dishes are fantastic devices for collecting photons and focusing them on a point; you need to avoid pointing them at the sun. If you want to do solar physics with a radio dish, you’ll need special components to make sure that you don’t melt your expensive receiver by pointing at the sun. 
    

    
      
    

    
      Wind can also make the structures move around, and can make pointing tricky. If it’s sufficiently windy, dishes will need to stow in a safe position to avoid damage. The Low antennas will just be weighted down to stop them blowing out of position. Fortunately, the areas we’ve picked are not particularly seismically active, so we don’t need to worry too much about making our dishes withstand large earthquakes.
    

    
      
    

    
      We will periodically check where our interferometer elements are, in case they’ve been moved by wind, the movement of the earth (whether by tectonic plate movements, or a crack team of meerkats undermining one of the dishes), because we need to  know both relative and absolute positions of antennas very accurately. We need an exact position on earth, so we know where we are relative to the sky, and we need to know where antennas are relative to each other. 
    

    
      
    

    
      We also need to care about the ground because it can reflect radio waves back at us. This isn’t a big problem with dishes, because of how their antennas are capturing photons focused from the sky — and the dish itself is acting as a shield. This is a problem for the LOW  antennas, so we build in a “ground plane” to reduce these reflections — effectively a Faraday shield between the ground and the antenna. 
    

    
      
    

    
      Moving up a bit, rain (or just lots of water vapour in the air) can be a problem. If it’s very heavy, you can flood your dish, and subject it to stresses it wasn’t designed for. Again, you can stow it in a position that reduces these problems. But a damp day can be a problem. If you’re looking for the absorption lines of water, the water in the atmosphere will look pretty like water in nearby space. We’ve picked some pretty dry sites — 
      deserts
       for the win! Other telescopes, like ALMA, have picked high dry sites in the Atacama desert, where it’s dry and there’s a bit less atmosphere to look through. Even at ALMA they have to worry about water vapour. For us, it may restrict when we can do certain observations. 
      This is mostly a problem for Band 5 in MID; atmospheric water vapour is less of a problem at lower frequencies, though we do have to worry about water vapour in the ionosphere instead.
    

    
      
    

    
      Absorption lines?
    

    
      A lot of 
      spectral line
       astronomy is about looking for darker or brighter bits in a continuous spectrum. They result from photons interacting with atoms or molecules as they pass by. These can cause either emission lines (where the spectrum gets brighter at a particular frequency) or absorption lines (where the spectrum
       — 
      you’ve guessed it
       — 
      gets darker at a particular frequency. 
    

    
      
    

    
      These interactions can be measured in labs on earth, to get a precise measurement of the frequency at which these interactions happen. The frequency of a photon corresponds to its energy, so the different energies of different frequencies can trigger different reactions. 
    

    
      
    

    
      The 
      21cm line
       is very important for radio astronomy. If a hydrogen atom is in a particular energy state, its electron can spontaneously change its quantum spin state, emitting a photon at ~1440Hz, i.e. a signal with wavelength 21cm. This will happen occasionally if you have a large cloud of neutral (atomic) hydrogen, which you have quite a lot of in the early universe.
      
        [13]
      
    

    
      
    

    
      We can use the 21cm line to help us probe what’s happening with 
      other
       hydrogen atoms. Now we’re looking at unionised hydrogen atoms that are present in the early universe. This unionised hydrogen blocks the 21cm line emission from us, so if we can’t see the 21cm line, we’ve likely got a lot of unionised hydrogen hanging around. As the hydrogen becomes ionised (during the Epoch of 
      Reionisation
       (EoR)), we start to see the 21cm line. This also helps us learn about early star formation rates, because during formation, stars emit high energy photons that cause the reionisation of hydrogen. So the 21cm line helps us probe conditions during the formation of the first stars (and later galaxies, black holes etc.)
    

    
      
    

    
      If you know a bit about the SKA, you may recall that 1440Hz (1.4GHz) is a frequency that can be observed by the MID telescope, but the Epoch of 
      Reionisation
       experiments will be carried out with LOW. This is because of  
      redshift
      . This is like a giant version of the Doppler effect, only with light, not sound. Things moving away from us are shifted to longer wavelengths (towards red in the visible spectrum) and things moving towards us are shifted to shorter wavelengths (towards blue in the visible spectrum).
    

    
      
    

    
      The Big Bang Theory
      
        [14]
      
       tells us that the universe is expanding, and has been right from the start. So the objects from the early universe are moving away from us all the time. So if hydrogen nearby is being ionised, it will emit a signal at 1440Hz. If it’s in a part of the universe that’s moving towards us, maybe it’ll even send a signal at more than 1440Hz. But the early universe is moving away from us as time passes, so the 1440Hz is shifted downwards, so that we’re more likely to pick up Epoch of Reionisation (
      EoR
      ) at the frequencies the LOW telescope observes. We think the 
      EoR
       signal is most likely to be at redshift 6-8. For reference, the local universe is at redshift 0. One billion years ago gives us a redshift of ~1. The Cosmic Microwave Background is at redshift ~1089. Redshift can be used as a proxy for distance as well as time, which is weird but kind of handy. 
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      See 
      
        https://en.wikipedia.org/wiki/Timeline_of_the_early_universe
      
       for more details.
    

    
      
    

    
      You can measure other emission lines, to tell you things about stellar and galaxy evolution. And absorption lines can tell you things about the molecules in the line of sight. The claimed detection of phosphine on Venus relies on the fact that phosphine absorbs photons at a particular frequency, so there’s a dip in the spectrum where phosphine should be, because the phosphine has stopped those photons escaping towards our detectors.  The problem with rain is that rain on earth and H
      2
      O in space both absorb photons, and we have to be sure which it is. It can also scatter photons, distorting your signal.  
    

    
      
    

    
      Atmosphere; welcome to the ionosphere
    

    
      There are more general problems with the atmosphere. For the LOW telescope in particular, we have to deal with the ionosphere. There’s lots of cool physics you can do with the ionosphere, like bounce very low frequency radio signals off it (we used to do this for communication before satellites, and some ham radio enthusiasts still have a go from time to time). There are other layers of the atmosphere that can cause a few issues, but the ionosphere is currently giving us the biggest headaches. 
    

    
      
    

    
      Why is it such a headache? The ionosphere is a phase screen. What’s a phase screen, you immediately ask? Let’s consider the concept of electrical phase. A current has an amplitude and a phase, usually described as a complex number, of the form 
       a + b
      i
      , where 
      a 
      and 
      b 
       are real numbers and 
      i
       is the imaginary unit that squares to -1
      .
      
        [15]
      
       A phase is a periodic function, so it’s measured using π to work out where you are in the period. 2π means one full period. When the antenna signals are correlated together, the output is a complex number representing the amplitude and phase of the electrical signal. The phase of that output is affected by going through the phase screen, so the ionosphere changes the phase of your signal.
    

    
      
    

    
      OK.  Can’t we just correct for the changed phase?
    

    
      We can, but it’s hard. The ionosphere changes quite rapidly — every few minutes when it’s feeling enthusiastic. We can and do look at calibrators, but it does make it hard to do very sensitive observations when the ionosphere is very active. So our most sensitive observations (such as the Epoch of Reionisation ones, which are looking for a very faint signal) can only happen at night, and during the times the ionosphere is least active. Our calculations are that only ~10% of observations will have the right ionosphere conditions for the EoR experiments. 
    

    
      
    

    
      That’s all right then.
    

    
      Not so fast. We’re going to get to know a good friend, “wide field effects”.
    

    
      
    

    
      Wide Field Effects?
    

    
      Yeah. There are many manifestations of this, but the one that matters right now in the context of the ionosphere is that the sky is curved. 
    

    
      
    

    
      So what? Kids know that.
    

    
      Yes. But if you’re looking at a small patch of sky, it doesn’t usually matter too much — we can approximate a small bit of a sphere with a plane.  (A flat thing, not an aeroplane.) But we’re looking at a large area, and we’re looking a long way off zenith. (Zenith == directly overhead.) If I make a map of 1km around me, I can pretty much ignore the curvature of the earth. If I’m mapping 500km around me, I need to start caring about the fact that I’m mapping a curved surface. 
    

    
      °
    

    
      What has this to do with the ionosphere?
    

    
      This 
      is relevant
       background for wide field effects you’ll need later. On to some 3D spherical geometry. First, the ionosphere above antenna A is not the same as that above antenna B, 50+km away. The phase screen is doing different things to different antennas, especially to more distant antennas. Because we need to line up the phases for the antennas on each station in real time to correlate the signal correctly, there’s a fast calibration loop that feeds back phase corrections for each low station, to deal with the different ionosphere they’re seeing. 
    

    
      
    

    
      
        [image: ]
      
    

    
      
    

    
      Brilliant! All sorted then. 
    

    
      Not so fast. One more fun thing. We care about where the telescope is pointing. If we’re pointing at the zenith, it’s mostly OK. It’s still a giant pain, because the ionosphere can be changing every few minutes. But it gets even worse if we’re looking at, say 45° off the zenith, the ionosphere is thicker (well, we have to look through more of it, because of the angle we’re looking at). This is harder to deal with.
    

    
      
    

    
      Oh.
    

    
      Yeah. The ionosphere is a big bucket of 
      pain
       for low frequency radio astronomers. 
    

    
      
    

    
      How to process data
    

    
      
    

    
      So you’ve collected some photons with some antennas and correlated them by baseline in your correlator. This is no mean feat, especially since for every 
      n 
       antennas/stations you have, your correlator needs to be able to handle 
      n
      (n-1)/2 
       
      baselines, so we have a quadratic relationship between the number of antennas and the number of baselines.
      
        [16]
      
       Now what do you do with your data?
    

    
      
    

    
      You reduce it. It’s too much to store, and at this point, each data dump off the correlator is noise. It’s only by averaging frequency channels and timestamps together that we can recover most of our signals from the noise. 
    

    
      
    

    
      So how does this work? First, we remove RFI from our signal. Because we’ve got an interferometer, it’s easy to determine whether a signal is from earth, or a near-earth orbit, or out into space, as we can use triangulation. (This isn’t true for signal dishes
       — 
      if you want a laugh, read up on the “perytons” discovered by the Parkes dish. What they really discovered was hungry astronomers, and that’s why the microwave at SKA HQ is enclosed within a Faraday cage.) Really obvious sources of RFI have usually been removed already by the correlator.         
    

    
      
    

    
      That done, we average our data. This can be done by either or both of time and frequency. We can average some number of correlator dumps together., but not too many, otherwise we get 
      smearing
       as the rotation of the earth moves things out of our field of view. We can do this in a way that depends on baseline
       — 
      Baseline Dependent Averaging. Because baselines in the dense core basically see the same bit of sky as other baselines in the core, we can average them together, and not lose much fidelity in our signal. When averaging by frequency, we’ll be taking into account the requirements of the observation, so we don’t average out the frequencies that the scientist is particularly interested in for that observation. 
    

    
      
    

    
      SKA Data Outputs
    

    
      It’s worth considering now the kinds of data that the SKA produces, because there are different considerations for processing all of them. 
    

    
      
    

    
      The SKA produces: alerts, pulsar lists, catalogues of transients, images, spectral line data, and lightly processed visibilities for certain science use cases. Now I’ll explain what those things are.
    

    
      
    

    
      Alerts
    

    
      These are fairly straightforward. These are where 
      we spot
       something new and interesting on 
      the sky
      , and automatically generate an alert, so that other telescopes can look at it. This is done in real time, within a few seconds of receiving the signal. This is done by lots of 
      telescopes
       or facilities. A good example is LIGO and other gravitational wave facilities. They get an alert from the Fermi satellite, which spots gamma ray bursts. The LIGO site then 
      picks
       that up and 
      knows
       to look out for a gravitational wave. If the gravitational wave is of the correct type to have a counterpart that’s observable 
      with a telescope
      , LIGO can then alert telescopes such as the SKA to look for it; this is how the LIGO detection and radio astronomy follow-up of the neutron star merger worked. And so SKA can observe events and alert other telescopes that are interested so they can look at them.
    

    
      
    

    
      Not all alerts are that exciting; we have to be able to classify alerts. We’ll also miss the faintest transient events, because we’re processing in near-real-time, so we have to rely on the good instantaneous 
      uv
       coverage and the high sensitivity of the telescopes. This is high-throughput computing
       — 
      the actual computing isn’t very demanding. We just have to shovel a lot of data through, and keep up with it. 
    

    
      
    

    
      We also have to respond to alerts: this puts demands on the control system, to be able to respond to high-priority alerts within a matter of seconds and point our telescopes at a new target. There are also decisions to be made about the observation that’s going on: what do we do with its data? Will we have enough space to do an in-depth observation of the new event?
    

    
      
    

    
       Data Buffer
    

    
      We can’t produce a full image of the sky in real-time, or even close to that. Apart from anything else, to do our best job at calibration, we need the data from a whole observation. So we have to store our data temporarily, before we process it. Some datasets are intrinsically larger, and the processing for some datasets can take a 
      long
       time. So if we’re doing an observation that generates a lot of data, and that is difficult to process, we’ll be filling up our data store, and it’ll stay quite full for a while (until we’ve processed the data and sent the data products to SKA Regional Centres (SRCs)). So if we respond to an alert, and want to do a new observation, we need to pay attention to what’s in the buffer already, and if there’s not enough space, we’ll need to make decisions about what data needs to be deleted (and hence what observations we need to repeat later), or just not respond to the alert.
    

    
      
    

    
      Pulsar and Transient Catalogues
    

    
      The SKA is looking for new pulsars, and for more data on known pulsars. Because pulsar periods can be very short (~milliseconds
       — 
      way less than the correlator dump time), the detection has to take place at the correlator, and the data sent to the Science Data Processor (SDP) for subsequent processing. Pulsar search is one of the places where we use machine learning to classify pulsar candidates, as there will be far too many candidates to have a human in the loop. This is a good use of machine learning, as pulsars are physically well-understood, and the training datasets are well-curated. We should also be able to pick up Fast Radio Bursts too.
    

    
      
    

    
      Other transients are detected in the SDP, by the very simple mechanism of comparing a picture of the sky now to a previous picture of the same bit of sky. OK, it’s not really 
      that
       simple: to do this, we have to have done some calibration in real time, so the picture of the sky now is a reasonable representation of what’s actually out there, not a representation of 
      how much the ionosphere hates us right now
      .
      
        [17]
      
       We also use that calibration data to send back to our LOW stations, so that each station can do its beamforming (i.e. apply appropriate adjustments to the signal coming out of each station to make each station behave as though it were a single steerable dish). Two uses for the prices of one!
    

    
      
    

    
      Image Cubes
    

    
      These are the bread and butter of the SKA. We say “cube”, as it’s representing two dimensions on the sky (
      u
       and 
      v
      ), and the third dimension is frequency. We’re producing a map of the flux density of the sky
       — 
      roughly speaking, how bright the sky is in a particular area. That cube covers all the data from a given observation (the term you’ll find in the formal architecture is Scheduling Block Instance), so time is no longer a dimension. We 
      can
       add a fourth dimension: polarisation
      
        [18]
      
      . We’ll talk more about what polarisation is later.
    

    
      
    

    
      Power spectra and spectral line cubes
    

    
      A power spectrum is just the power (brightness) of the signal plotted against frequency. This gives you some idea of the total energy of the emission at various frequencies.
    

    
      Spectral lines are what were used to try to detect phosphine on Venus. Spectral lines arise because of the properties of molecules. We’ve talked a bit about the 21cm emission line, which is caused by a quantum state transition of a hydrogen atom. There are also absorption lines, where a signal at a given frequency arriving at the molecule is absorbed by it. Spectral lines are a fantastic scientific tool
       — 
      we can work with the molecule on earth and work out what the frequency of the emission and absorption lines are. This means we can find out if there are certain molecules in the line of sight between the source and us (for absorption lines), and which molecules are part of the source or have caused photon emission along the line of sight (for emission lines). 
    

    
      
    

    
      Redshift
    

    
      We can also use spectral lines for a neat trick
       — 
      we can use them to measure redshift
      
        [19]
      
      , which allows us to measure distance from us, and hence also how old something is. We can do this because we know the speed of light in a vacuum. If something is moving towards us (say, a nearby part of the galaxy or a nearby galaxy), light is 
      blueshifted
       — so we see the 21cm line at higher frequencies (so less than 21cm). If something’s moving away from us (most of the universe), it’s redshifted to lower frequencies (so the 21cm line is seen at lower frequencies than in the lab here on earth). The more it’s shifted downwards, the further away it is, and the longer ago the light was emitted. 
    

    
      
    

    
      This redshifting of the 21cm line has driven the selection of frequencies for the Low telescope. We want to be able to observe the Epoch of Reionisation (EoR).
      
        [20]
      
       
      Reionisation should allow us to see that 21cm hydrogen emission
      , and we want to look at the period approximately 1 billion years after the Big Bang at a redshift of around 6-8. That’s quite a high redshift, so we drop the frequency at which we’re looking for the 21cm line from 1440 MHz (which we can observe with Mid), to the low 100s of MHz which we’ll observe with Low.  We can still use Mid to observe the 21cm transition at lower redshifts, and use it to look at galaxy formation and nearby hydrogen activity.
    

    
      
    

    
      We need the image cubes before we can do much that’s useful with spectral lines, so we can identify the sources for the spectral lines. We don’t have a separate spectrometer instrument on the SKA telescopes: unlike optical telescopes, we do spectral analysis in post-processing. It’s also critical not to average out the relevant frequency channels — so the fine channelisation of the SKA should give us some good information. This is why our frequency averaging strategy will depend on what we’re trying to observe. The decisions about averaging are critical to the science we get out — too little, and we’re dominated by noise; too much, and we’ve averaged out the astronomical signal we wanted to see. 
    

    
      
    

    
      (Nearly) Raw Data
    

    
      Finally, for a few very specialist observations (mostly our friend EoR), we hand over very lightly processed data, with RFI flagging, minimal averaging, and our calibration solutions, but not a full data cube. This means that the EoR scientists get the very highest resolution data, so they can try experimental calibration schemes and other things that require maximal control over data analysis. We can’t do this for every user or experiment, as there’s no data reduction, and that means we can’t afford to store and ship the data to astronomers. 
    

    
      So it’s all straightforward now?
    

    
      
    

    
      Not really. To get our data into image form, we need to do two computationally tricky things: calibration, and gridding.  We also need convolution, and Fourier Transforms.
      
        [21]
      
        First, we’ll go over the basic structure of the imaging pipeline, then look at some of the computational problems.
      
        [22]
      
       
    

    
      
    

    
      The Imaging Pipeline
    

    
      
    

    
      TODO
    

    
      Fourier Transforms
    

    
      
    

    
      Fourier Transforms are essential to radio interferometers. To find out the brightness that we’re seeing at each frequency at a given time, we need to use the Fourier Transform. The Fourier Transform allows us to take a power measurement recorded at a receiver at a given time, and 
      transforms
       it into a measurement of the power of each frequency at that time. Thus we’re observing the Fourier Transform of the sky at a particular time and frequency. The Fourier Transform is invertible, so we can switch between the data we’ve received and the image we want to see. 
    

    
      
    

    
      Computing the Fourier Transform of the sky is hard. It’s really a 
      3D
       Fourier Transform. This is ludicrously expensive. In the 1960s, radio astronomy and computing devised a few techniques to make it feasible to do interferometry. First, the 
      2D
       Fast Fourier Transform was developed by David Wheeler in 1961, which, as you’d expect, speeds up the 
      2D
       Fourier Transform. However, the FFT relies on the data being on a 
      2D
       Cartesian grid. So we had to develop ways of putting the data from a curved sky onto a Cartesian grid, which gives us a whole load of problems, but is computationally more tractable. 
    

    
      
    

    
      To give a sense of the scale of the problem, when we tried to do the full 
      3D
       FT (usually called the Discrete Fourier Transform by astronomers
      
        [23]
      
      ), just for one specific place in the imaging pipeline, the estimates for the size of the SDP ended up in the yottaFLOPS range.
      
        [24]
      
    

    
      
    

    
      But having to do FFTs also gives us some computational advantages, with some calculations that are expensive in image space being cheap in signal (Fourier) space and vice versa. It’s not all doom. 
    

    
      
    

    
      Gridding and degridding
    

    
      Gridding (taking data from our nice curved sky, and putting it onto a flat Cartesian grid), and then degridding again, is fundamental to being able to use the FFT. It also leads to fun with geometry, because we grid the curved sky onto a tangent plane DIAGRAM, and then degrid to get back to a curved sky. Now, the bits of the sky that are further away from the contact point between the plane and the sphere will be distorted in some way
       — 
      as happens with map projections of the globe. We can sort of fix that, either by doing lots of tangent planes, or by doing tomography and taking slices through the sphere DIAGRAMS, or other more complex techniques. The tomography method is very conceptually elegant, but very memory-inefficient. 
    

    
      
    

    
      There’s another problem with gridding. What if a source falls between grid points? Its position will be distorted. We can create very fine grids to minimise this, but they’re computationally expensive, though they produce very high levels of accuracy. In practice, we tend to use grids that ensure that we don’t have error that’s detectable at the single precision level (and we’re working on computationally efficient grids that give us error that’s lower than the double precision error).  And, because we can work out what we did to grid the source, we can do some level of position correction at the edges of the grid. 
    

    
      
    

    
      Calibration
    

    
      Calibration is 
      the
       really fun bit. Mostly, we do what’s called iterative self-calibration, where we start by calibrating bright sources in the sky, then removing them from the field. Then we do the same again for the next brightest sources, and so on, until we’ve calibrated all the sources we can see in the data.
      
        [25]
      
       We do this by comparing the brightest sources against a model. For fainter sources, we don’t have to use an existing model
       — 
      we can rely on the calibration we’ve already done on the brighter sources to help us model what’s in the image and recover it from the signal. We update the image based on our model, and then update the model based on our data. We can add new sources to the model as we detect them. We do this iteratively, and 
      provided
       there aren’t any major issues with the data, the calibration solutions will converge to give us a good image of what we saw on the sky. This isn’t mathematically proven, but it works empirically.
      
        [26]
      
    

    
      
    

    
      This doesn’t sound computationally difficult. However, the prediction step for bright sources (where we create an initial model for the brightest sources for comparison with the data) requires us to use the 
      Direct (analytic) Fourier Transform
       to get the level of accuracy we need. If we have to model lots of bright sources to very high accuracy, we need to do a lot of Direct Fourier Transforms, which is very expensive. (This is one reason we don’t do a full calibration and imaging pipeline on the EoR data
       — 
      we give scientists close to raw data so they can choose to model more sources with the Direct Fourier Transform than the SKA can manage.
      
        [27]
      
      )
    

    
      
    

    
      Calibration Solutions
    

    
      The really big problem with calibration is that we need to share calibration solutions. Calibration is basically performing a set of (mostly) linear transforms on our image of the sky (i.e. lots of 
      2D
       matrix multiplications). Calibration is a one-way operation
       — 
      after calibration, you can’t recover the initial data, not least because not all matrices are invertible. When we’re talking about calibration solutions, we are usually talking about the set of transforms that need to be applied, plus information about sources for subtraction.
      
        [28]
      
       In order to get good solutions, we need to switch between slicing our data by time, and slicing it by frequency (i.e. using the FFT or inverse FFT (iFFT), thus giving our CPUs and GPUs a good workout. Then we need to send our solutions from each time slice to every frequency slice, and then take the solutions from all the frequency slices, and send them back to all the time slices.
    

    
      
    

    
      Translating this onto a physical system
       — 
      a supercomputer with multiple servers
       — 
      you have to send data from every server that’s processing this observation to 
      all
       the other relevant servers. This is a blocking operation. There are now some consensus calibration algorithms out there, which first work on a subset of the data, then send condensed solutions to a central server which tries to find consensus between the solutions from the different subsets, and sends out a solution. This reduces the all-to-all data transfer to an all-to-one and a one-to-all data transfer. However, you still need to send quite a lot of data around, and the central server needs quite a lot of RAM, and it may make it harder to find a good calibration solution. The underlying method of using the model and the data to update each other until convergence is achieved remains the same. 
    

    
      
    

    
      Modelling your sources
    

    
      The calibration process involves modelling sources. The original algorithms were developed for point sources
       — 
      bright points of light on the sky. These are thus accurately modelled with a point spread function
       — 
      because a point of light (like a laser) projected through an aperture doesn’t form a point when it’s received.
      
        [29]
      
       It forms a bright disc with rings round it. So side-lobes come back to haunt us again. To remove a bright source from your image, you don’t just have to remove a bright point. You have to remove the disc, and the sidelobes of the bright source, so that you can find the moderately bright sources that are hiding in the sidelobes of your very bright source. We have requirements to model bright sources out the 3rd null of the point spread function. For a very bright source (such as Cygnus A), the sidelobes can extend across a lot of the field of view. 
    

    
      DIAGRAMS.
    

    
      
    

    
      There’s also the small problem that not all sources are point sources. We also have bright sources that aren’t points. Over the years, we’ve developed ways of modelling sources using wavelets and shapelets, so you can model these more extended sources. Picking the right way of modelling sources is important, and is actively researched. You can also model sources using Bayesian techniques, so you can get into more arguments with statisticians. 
    

    
      
    

    
      Wide Field Effects II
    

    
      SKA also has challenges because of its wide field of view. This means a single frequency slice in 
      uv
       space is very large. A 64,000 * 
      64,000
       pixel slice is 16GB. Most slices for Mid will be over 100,000 pixels per side. You can only fit a few of these in RAM at the same time, so you might have to facet it
       — 
      split each slice into smaller units. Faceting allows slicing by space, time and/or frequency. Instead of one slice for the whole field of view, you might have several facets, but of a 
      3D
       shape, consisting of two spatial dimensions, plus frequency. That means more data transfer during calibration, as you also need to distribute data across the facets, as well as by time or frequency. We can thus swap having a problem with RAM for having one with communication, or one where we need many more computers to process the facets. What we’ll end up doing will depend in part on the hardware we’ll be buying in the late 2020s, and whether we can afford machines with lots of RAM, and on the cost of CPUs and GPUs. 
    

    
      
    

    
      We also get the spherical geometry coming back to bite us. We get “wide-field effects” from using insufficient tangent planes. For many telescopes, this isn’t a huge problem. With a small field of view, the problems with gridding are minimal and in general smaller than other sources of error. For large fields of view, especially for low-frequency telescopes that are receiving signals from the whole sky, the wide-field effects become important. Suddenly, instead of 
      uv
       space, we need to think of 
      uvw
       space
       — 
      we’ve added a dimension. The ionospheric thickness near the horizon gives us another wide-field problem. Basically, it’s making our data processing harder. 
    

    
      
    

    
      To process the data, we also need to read from disk at a rate of around 10TB/s per telescope.
      
        [30]
      
       This is quite fast, though we’ve got some encouraging results from prototyping. 
    

    
      
    

    
      Real-time calibration
    

    
      Since full calibration is very difficult, we’ll do a cut-down version for real time calibration, working on smaller slices of data (for only a few minutes), using the brightest sources only, so we use much less data and do less computation. This will allow near-real-time beamforming for the Low telescope. 
    

    
      Other types of calibration
    

    
      bandpass etc.
    

    
      
    

    
      Calibration — iterative, bandpass etc
    

    
      Clean map/image
    

    
      Dirty map/image
    

    
      
    

    
      Polarisation
    

    
      Polarisation adds another dimension to our data, because we really needed that. Polarisation tells us about the direction of the electric field in an electromagnetic signal. Some astronomical bodies emit polarised light — such as the sun, and more unusual sources such as masers. They can emit either linearly polarised or circularly polarised light. 
    

    
      
    

    
      Detecting polarisation works quite well with a dipole antenna, because the polarisation will cause variations on the different poles of the antenna. We can then measure them (you’ll hear people muttering about Stokes parameters) and determine the type and direction of polarisation. 
    

    
      
    

    
      Polarisation also gives us a way of probing things in the line of sight of the signal, because of Faraday Rotation. Faraday Rotation tells us that left and right polarised waves propagate at different speeds. This allows us to infer things about the ISM (interstellar medium) on the line of sight between us and the source. We can also use it to learn about the ionosphere, because the ionosphere can also have effects on the polarisation. So one part of polarisation calibration is measuring the Faraday Rotation caused by the ionosphere so we can correct for it. 
    

    
      
    

    
      Conclusion
    

    
      This has been a whistlestop tour of some of the major issues in radio astronomy, particularly the ones that affect data processing. Nearly everything mentioned in here is being actively researched, as we seek for ways to build a better telescope and make the most of the data that we’ve collected, given the constraints we have. 
    

    
      Hopefully you can now understand the gist of some of the conversations that happen around SKA, and why we believe that data processing is one of the big challenges facing SKA.
    

    
      
    

    
      Updates welcome!
    

    
      
    

    
      
    

    

    
      
        [1]
         "A “
        lie-to-children
        ” is a statement which is false, but which nevertheless leads the child’s mind towards a more accurate explanation, one that the child will only be able to appreciate if it has been primed with the lie."
      

      
        "
        Yes, you needed to understand 
        that
        ” they are told, “
        so that 
        now
         we can tell you why it isn’t exactly 
        true
        ”(
        
          The Science of Discworld
        
        , Terry Pratchett, Ian Stewart & Jack Cohen,  Ebury Press edition, quotes from 
        pp 41-42
        )
      

    

    
      
        [2]
         I will always spell out ultraviolet in full. That’s because in radio astronomy, we talk a lot about the 
        uv plane
        , which has nothing at all to do with ultraviolet, and instead is to do with co-ordinate systems. This is terribly confusing at first, as your brain autocompletes to the more usual definition of uv.
      

    

    
      
        [3]
         Astronomers will also refer to frequency bands using terms such as “L band”. This is a relic from World War II radio operators, who named a bunch of radio bands. In order to discuss bands without people instantly knowing what frequencies to monitor, they named the bands in a random order, so L band isn’t next to K band and so on. It’s a useful shorthand for experienced astronomers and ham radio people, and really really confusing for 
        literally everyone else. 
      

    

    
      
        [4]
         At the moment, we’re assuming that our source is an idealised point of light 
        on the
         sky. Obviously, this isn’t always true, and a lot of radio astronomy data processing is devoted to dealing with the complexity that results.
      

    

    
      
        [5]
         See what I mean about uv?
      

    

    
      
        [6]
         More to the point — it’s hard to miniaturise the mechanisms that would allow you to compensate for dish deformation, so they’d get in the way of you steering the telescope.
      

    

    
      
        [7]
         
        Some early interferometers were arranged in a line, cross or t-shape. A lot depends on what you’re looking for, how sensitive and accurate you need to be, and how many elements you have and how complex the geometrical relationships between baselines is. For some applications that don’t involve imaging, this can actually be helpful, or at least less of a problem. SKA is designed for excellent imaging, so we have to care about this more. 
      

    

    
      
        [8]
         ‘APSYNSIM: an interactive tool to learn interferometry’, Ivan Marti-Vidal (2017) 
        
          https://ui.adsabs.harvard.edu/abs/2017arXiv170600936M/abstract
        
         
      

    

    
      
        [9]
         In the Level 1 requirements, this is called the “correlation integration time”, even though this is a phrase I never heard in any of the meetings I attended. 
      

    

    
      
        [10]
         Though mostly we detect pulsars through other means, and don’t use the correlated data.
      

    

    
      
        [11]
         This is because of 
        
          Information Theory
        
        . 
      

    

    
      
        [12]
         This is why we have a bit of a problem with StarLink and other satellite mega constellations that are broadcasting at certain frequencies. It’s also why you can’t have a mobile phone or iPad on the Karoo site, and why WiFi at SKA HQ in Jodrell Bank is a bit of a problem for large events: we can’t use the upper WiFi band, because it would interfere with eMerlin observations, and the lower band gets a bit crowded.
      

    

    
      
        [13]
         Thanks to Katie Mack’s book, 
        The End of Everything Astrophysically Speaking
        , for actually telling me in years approximately when the Epoch of 
        Reionisation
         was. 
      

    

    
      
        [14]
         Not the one from Chuck Lorre… however, the SKA 
        
          was featured
        
         in several of its episodes! 
      

    

    
      
        [15]
         Unless you’re an engineer, in which case 
        i
         
        might be denoted as 
        j
         in your field.
         
      

    

    
      
        [16]
         It’s not quite quadratic, because of some cunning things we can do with matrices. 
      

    

    
      
        [17]
         Juande Santander-Vela notes: “An astronomer at IAA-CSIC is famous for saying: the atmosphere is good for the astronomer, but very bad for astronomy…” This is because without the ionosphere we’d not survive on earth, and we’d not be around to observe anything. But...
      

    

    
      
        [18]
         And by adding more than three dimensions, we are talking about an hyper-cube now!
      

    

    
      
        [19]
         Redshift and blueshift make a bit more sense when you think about visible light: red is at the lower end of the visible spectrum, and blue at the higher end. We do see some 
        blueshifted
         light from nearby sources that are moving towards us, but redshift is much more common. 
      

    

    
      
        [20]
         The acronym EoR makes most British people of a certain age think of Eeyore from Winnie the Pooh, who wrote his name thus. 
      

    

    
      
        [21]
         And their friends, degridding, deconvolution, and the inverse Fourier Transform.
      

    

    
      
        [22]
         Note that this is a gude. It elides a lot of the details, and can make things sound like a solved problem, rather than an area of active research, which is what it is. 
      

    

    
      
        [23]
         Do 
        not
         use the acronym DFT for this
         — 
        that’s more often used as the acronym for the Discrete Fourier Transform. The FFT is a fast implementation of the DFT that exploits symmetries in the complex data to reduce the number of multiplications and additions which are required..
      

    

    
      
        [24]
         Radio Astronomy: introducing you to the bits of the SI prefix list that you never thought you’d need… And we didn’t, because we got a bit cannier about how we were going to do our data analysis and fixed a couple of errors that added a zero or two...
      

    

    
      
        [25]
         Note that this may vary: if observing conditions are great, we’ll be able to recover more sources than if conditions are terrible. 
      

    

    
      
        [26]
         That is, it’s shown that it’s theoretically possible for convergence to happen, but you can’t (yet?) prove it for a given observation. 
      

    

    
      
        [27]
         This means we can do other experiments with the SKA, rather than spending all our compute on EoR. 
      

    

    
      
        [28]
         A bright source will likely be bright (or fairly bright) in some neighbouring frequency channels and timestamps (unless it’s a pulsar or other transient). And because of our old friend the PSF, if you’ve faceted the image (broken it up into spatial chunks), you’ll probably need to do the removal across multiple facets. 
      

    

    
      
        [29]
         See 
        
          https://en.wikipedia.org/wiki/Airy_disk
        
         
      

    

    
      
        [30]
         This is an estimate; we want to verify this. 
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