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Paper 4, Section II

30K Optimisation and Control
Consider the deterministic system

ẋt = ut

where xt and ut are scalars. Here xt is the state variable and the control variable ut is to
be chosen to minimise, for a fixed h > 0, the cost

x2h +

∫ h

0
ctu

2
tdt,

where ct is known and ct > c > 0 for all t. Let F (x, t) be the minimal cost from state x
and time t.

(a) By writing the dynamic programming equation in infinitesimal form and taking
the appropriate limit show that F (x, t) satisfies

∂F

∂t
= − inf

u

[
ctu

2 +
∂F

∂x
u

]
, t < h

with boundary condition F (x, h) = x2.

(b) Determine the form of the optimal control in the special case where ct is constant,
and also in general.

Part II, 2018 List of Questions

2018
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Paper 3, Section II

30K Optimisation and Control
The scalars xt, yt, ut are related by the equations

xt = xt−1 + ut−1, yt = xt−1 + ηt−1, t = 1, 2, . . . , T,

where the initial state x0 is normally distributed with mean x̂0 and variance 1 and {ηt} is
a sequence of independent random variables each normally distributed with mean 0 and
variance 1. The control variable ut is to be chosen at time t on the basis of information
Wt, where W0 = (x̂0) and

Wt = (x̂0, u0, . . . , ut−1, y1, . . . , yt), t = 1, 2, . . . , T.

(a) Let x̂1, x̂2, . . . , x̂T be the Kalman filter estimates of x1, x2, . . . , xT , i.e.

x̂t = x̂t−1 + ut−1 + ht(yt − x̂t−1)

where ht is chosen to minimise E((x̂t−xt)2 | Wt). Calculate ht and show that, conditional
on Wt, xt is normally distributed with mean x̂t and variance Vt = 1/(1 + t).

(b) Define

F (WT ) = E
(
x2T | WT

)
, and

F (Wt) = inf
ut,...,uT−1

E


x2T +

T−1∑

j=t

u2j

∣∣∣Wt


 , t = 0, . . . , T − 1.

Show that F (Wt) = x̂2tPt + dt, where Pt = 1/(T − t + 1), dT = 1/(1 + T ) and
dt−1 = Vt−1VtPt + dt.

(c) Show that the minimising control ut can be expressed in the form ut = −Ktx̂t
and find Kt. How would the expression for Kt be altered if x0 or {ηt} had variances other
than 1?

Part II, 2018 List of Questions [TURN OVER

2018
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Paper 2, Section II

30K Optimisation and Control
(a) A ball may be in one of n boxes. A search of the ith box costs ci > 0 and finds

the ball with probability αi > 0 if the ball is in that box. We are given initial probabilities
(P 1

i , i = 1, 2, . . . , n) that the ball is in the ith box.

Show that the policy which at time t = 1, 2, . . . searches the box with the maximal
value of αiP

t
i /ci minimises the expected searching cost until the ball is found, where P t

i is
the probability (given everything that has occurred up to time t) that the ball is in box i.

(b) Next suppose that a reward Ri > 0 is earned if the ball is found in the ith

box. Suppose also that we may decide to stop at any time. Develop the dynamic
programming equation for the value function starting from the probability distribution
(P t

i , i = 1, 2, . . . , n).

Show that if
∑

i ci/(αiRi) < 1 then it is never optimal to stop searching until the
ball is found. In this case, is the policy defined in part (a) optimal?

Part II, 2018 List of Questions

2018
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Paper 2, Section II

28K Optimization and Control
During each of N time periods a venture capitalist, Vicky, is presented with an

investment opportunity for which the rate of return for that period is a random variable;
the rates of return in successive periods are independent identically distributed random
variables with distributions concentrated on [−1,∞). Thus, if xn is Vicky’s capital at
period n, then xn+1 = (1 − pn)xn + pnxn(1 + Rn), where pn ∈ [0, 1] is the proportion of
her capital she chooses to invest at period n, and Rn is the rate of return for period n.
Vicky desires to maximize her expected yield over N periods, where the yield is defined

as
(
xN
x0

) 1
N − 1, and x0 and xN are respectively her initial and final capital.

(a) Express the problem of finding an optimal policy in a dynamic programming frame-
work.

(b) Show that in each time period, the optimal strategy can be expressed in terms of the
quantity p∗ which solves the optimization problem maxp E(1 + pR1)

1/N . Show that
p∗ > 0 if ER1 > 0. [Do not calculate p∗ explicitly.]

(c) Compare her optimal policy with the policy which maximizes her expected final
capital xN .

Part II, 2017 List of Questions [TURN OVER

2017
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Paper 3, Section II

28K Optimization and Control
A particle follows a discrete-time trajectory on R given by

xt+1 = (Axt + ut)ξt + ǫt

for t = 1, 2, . . . , T . Here T > 2 is a fixed integer, A is a real constant, xt and ut are
the position of the particle and control action at time t, respectively, and (ξt, ǫt)

T
t=1 is a

sequence of independent random vectors with

E ξt = E ǫt = 0, var(ξt) = Vξ > 0, var(ǫt) = Vǫ > 0 and cov(ξt, ǫt) = 0 .

Find the optimal control, i.e. the control action ut, defined as a function of
(x1, . . . , xt;u1, . . . , ut−1), that minimizes

T∑

t=1

x2t + c

T−1∑

t=1

u2t ,

where c > 0 is given.

On which of Vǫ and Vξ does the optimal control depend?

Find the limiting form of the optimal control as T → ∞, and the minimal average
cost per unit time.

Part II, 2017 List of Questions

2017
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Paper 4, Section II

29K Optimization and Control
A file of X gigabytes (GB) is to be transmitted over a communications link. At

each time t the sender can choose a transmission rate u(t) within the range [0, 1] GB per
second. The charge for transmitting at rate u(t) at time t is u(t)p(t). The function p is
fully known at time t = 0. If it takes a total time T to transmit the file then there is a
delay cost of γT 2, γ > 0. Thus u and T are to be chosen to minimize

∫ T

0
u(t)p(t)dt+ γT 2,

where u(t) ∈ [0, 1], dx(t)/dt = −u(t), x(0) = X and x(T ) = 0. Using Pontryagin’s
maximum principle, or otherwise, show that a property of the optimal policy is that there
exists p∗ such that u(t) = 1 if p(t) < p∗ and u(t) = 0 if p(t) > p∗.

Show that the optimal p∗ and T are related by p∗ = p(T ) + 2γT .

Suppose p(t) = t+1/t and X = 1. Show that it is optimal to transmit at a constant
rate u(t) = 1 between times T − 1 6 t 6 T , where T is the unique positive solution to the
equation

1

(T − 1)T
= 2γT + 1 .

Part II, 2017 List of Questions [TURN OVER

2017
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Paper 3, Section II

27K Optimization and Control
Consider the system in scalar variables, for t = 1, 2, . . . , h:

xt = xt−1 + ut−1,

yt = xt−1 + ηt,

x̂0 = x0 + η0,

where x̂0 is given, yt, ut are observed at t, but x0, x1, . . . and η0, η1, . . . are unobservable,
and η0, η1, . . . are independent random variables with mean 0 and variance v. Define x̂t−1 to
be the estimator of xt−1 with minimum variance amongst all estimators that are unbiased
and linear functions of Wt−1 = (x̂0, y1, . . . , yt−1, u0, . . . , ut−2). Suppose x̂t−1 = aTWt−1

and its variance is Vt−1. After observation at t of (yt, ut−1), a new unbiased estimator of
xt−1, linear in Wt, is expressed

x∗t−1 = (1−H)bTWt−1 +Hyt.

Find b and H to minimize the variance of x∗t−1. Hence find x̂t in terms of x̂t−1, yt, ut−1,
Vt−1 and v. Calculate Vh.

Suppose η0, η1, . . . are Gaussian and thus x̂t = E[xt |Wt]. Consider minimizing
E[x2h +

∑h−1
t=0 u

2
t ], under the constraint that the control ut can only depend on Wt. Show

that the value function of dynamic programming for this problem can be expressed

F (Wt) = Πtx̂
2
t + · · ·

where F (Wh) = x̂2h + Vh and + · · · is independent of Wt and linear in v.

Part II, 2016 List of Questions [TURN OVER

2016
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Paper 4, Section II

28K Optimization and Control
State transversality conditions that can be used with Pontryagin’s maximum

principle and say when they are helpful.

Given T , it is desired to maximize c1x1(T ) + c2x2(T ), where

ẋ1 = u1(a1x1 + a2x2),

ẋ2 = u2(a1x1 + a2x2),

and u = (u1, u2) is a time-varying control such that u1 > 0, u2 > 0 and u1 + u2 = 1.
Suppose that x1(0) and x2(0) are positive, and that 0 < a2 < a1 and 0 < c1 < c2. Find
the optimal control at times close to T . Show that over [0, T ] the optimal control is
constant, or makes exactly one switch, the latter happening if and only if

c2e
a2T < c1 +

a1c2
a2

(
ea2T − 1

)
.

Paper 2, Section II

28K Optimization and Control
Consider a Markov decision problem with finite state space X, value function F and

dynamic programming equation F = LF , where

(Lφ)(i) = min
a∈{0,1}

{
c(i, a) + β

∑
j∈X Pij(a)φ(j)

}
.

Suppose 0 < β < 1, and |c(i, a)| 6 B for all i ∈ X, a ∈ {0, 1}. Prove there exists
a deterministic stationary Markov policy that is optimal, explaining what the italicised
words mean.

Let Fn = LnF0, where F0 = 0, and Mn = max i∈X |F (i) − Fn(i)|. Prove that

Mn 6 βMn−1 6 βnB/(1− β).

Deduce that the value iteration algorithm converges to an optimal policy in a finite
number of iterations.

Part II, 2016 List of Questions

2016
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Paper 4, Section II

25K Optimization and Control

Consider the scalar system evolving as

xt = xt−1 + ut−1 + ǫt, t = 1, 2, . . . ,

where {ǫt}∞t=1 is a white noise sequence with Eǫt = 0 and Eǫ2t = v. It is desired to choose

controls {ut}h−1
t=0 to minimize E

[∑h−1
t=0

(
1
2x

2
t + u2t

)
+ x2h

]
. Show that for h = 6 the minimal

cost is x20 + 6v.

Find a constant λ and a function φ which solve

φ(x) + λ = min
u

[
1
2x

2 + u2 + Eφ(x+ u+ ǫ1)
]
.

Let P be the class of those policies for which every ut obeys the constraint
(xt + ut)

2 6 (0.9)x2t . Show that Eπφ(xt) 6 x20 + 10v, for all π ∈ P . Find, and prove
optimal, a policy which over all π ∈ P minimizes

lim
h→∞

1

h
Eπ

[
h−1∑

t=0

(
1
2x

2
t + u2t

)
]
.

Paper 3, Section II

25K Optimization and Control

A burglar having wealth xmay retire, or go burgling another night, in either of towns
1 or 2. If he burgles in town i then with probability pi = 1− qi he will, independently of
previous nights, be caught, imprisoned and lose all his wealth. If he is not caught then his
wealth increases by 0 or 2ai, each with probability 1/2 and independently of what happens
on other nights. Values of pi and ai are the same every night. He wishes to maximize his
expected wealth at the point he retires, is imprisoned, or s nights have elapsed.

Using the dynamic programming equation

Fs(x) = max
{
x, q1EFs−1(x+R1), q2EFs−1(x+R2)

}

with Rj , F0(x) appropriately defined, prove that there exists an optimal policy under
which he burgles another night if and only if his wealth is less than x∗ = maxi{aiqi/pi}.

Suppose q1 > q2 and q1a1 > q2a2. Prove that he should never burgle in town 2.

[Hint: Suppose x < x∗, there are s nights to go, and it has been shown that he ought not
burgle in town 2 if less than s nights remain. For the case a2 > a1, separately consider
subcases x+ 2a2 > x∗ and x+ 2a2 < x∗. An interchange argument may help.]

Part II, 2015 List of Questions

2015
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Paper 2, Section II

26K Optimization and Control

As a function of policy π and initial state x, let

F (π, x) = Eπ

[ ∞∑

t=0

βtr(xt, ut)
∣∣∣ x0 = x

]
,

where β > 1 and r(x, u) > 0 for all x, u. Suppose that for a specific policy π, and all x,

F (π, x) = sup
u

{
r(x, u) + βE[F (π, x1) | x0 = x, u0 = u]

}
.

Prove that F (π, x) > F (π′, x) for all π′ and x.

A gambler plays games in which he may bet 1 or 2 pounds, but no more than
his present wealth. Suppose he has xt pounds after t games. If he bets i pounds then
xt+1 = xt + i, or xt+1 = xt − i, with probabilities pi and 1 − pi respectively. Gambling
terminates at the first τ such that xτ = 0 or xτ = 100. His final reward is (9/8)τ/2xτ . Let
π be the policy of always betting 1 pound. Given p1 = 1/3, show that F (π, x) ∝ x2x/2.

Is π optimal when p2 = 1/4 ?

Part II, 2015 List of Questions [TURN OVER

2015
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Paper 4, Section II

28J Optimization and Control
A girl begins swimming from a point (0, 0) on the bank of a straight river. She

swims at a constant speed v relative to the water. The speed of the downstream current
at a distance y from the shore is c(y). Hence her trajectory is described by

ẋ = v cos θ + c(y) , ẏ = v sin θ ,

where θ is the angle at which she swims relative to the direction of the current.

She desires to reach a downstream point (1, 0) on the same bank as she starts,
as quickly as possible. Construct the Hamiltonian for this problem, and describe how
Pontryagin’s maximum principle can be used to give necessary conditions that must hold
on an optimal trajectory. Given that c(y) is positive, increasing and differentiable in y,
show that on an optimal trajectory

d

dt
tan

(
θ(t)

)
= −c′

(
y(t)

)
.

Paper 3, Section II

28J Optimization and Control
A particle follows a discrete-time trajectory on R given by

xt+1 = Axt + ξtut + ǫt

for t = 1, 2, . . . , T, where T > 2 is a fixed integer, A is a real constant, xt is the position
of the particle and ut is the control action at time t, and (ξt, ǫt)

T
t=1 is a sequence of

independent random vectors with E ξt = E ǫt = 0, var(ξt) = Vξ > 0, var(ǫt) = Vǫ > 0 and
cov(ξt, ǫt) = 0.

Find the closed-loop control, i.e. the control action ut defined as a function of
(x1, . . . , xt;u1, . . . , ut−1), that minimizes

T∑

t=1

x2t + c

T−1∑

t=1

ut ,

where c > 0 is given. [Note that this function is quadratic in x, but linear in u.]

Does the closed-loop control depend on Vǫ or on Vξ? Deduce the form of the optimal
open-loop control.

Part II, 2014 List of Questions

2014
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Paper 2, Section II

29J Optimization and Control
Describe the elements of a discrete-time stochastic dynamic programming equation

for the problem of maximizing the expected sum of non-negative rewards over an infinite
horizon. Give an example to show that there may not exist an optimal policy. Prove that
if a policy has a value function that satisfies the dynamic programming equation then the
policy is optimal.

A squirrel collects nuts for the coming winter. There are plenty of nuts lying around,
but each time the squirrel leaves its lair it risks being caught by a predator. Assume that
the outcomes of the squirrel’s journeys are independent, that it is caught with probability
p, and that it returns safely with a random weight of nuts, exponentially distributed with
parameter λ. By solving the dynamic programming equation for the value function F (x),
find a policy maximizing the expected weight of nuts collected for the winter. Here the
state variable x takes values in R+ (the weight of nuts so far collected) or −1 (a no-return
state when the squirrel is caught).

Part II, 2014 List of Questions [TURN OVER

2014
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Paper 4, Section II

28K Optimization and Control
Given r, ρ, µ, T , all positive, it is desired to choose u(t) > 0 to maximize

µx(T ) +

∫ T

0
e−ρt log u(t) dt

subject to ẋ(t) = rx(t)− u(t), x(0) = 10.

Explain what Pontryagin’s maximum principle guarantees about a solution to this
problem.

Show that no matter whether x(T ) is constrained or unconstrained there is a
constant α such that the optimal control is of the form u(t) = αe−(ρ−r)t. Find an expression
for α under the constraint x(T ) = 5.

Show that if x(T ) is unconstrained then α = (1/µ)e−rT .

Paper 3, Section II

28K Optimization and Control
A particle follows a discrete-time trajectory in R2 given by

(
xt+1

yt+1

)
=

(
1 1
0 1

)(
xt
yt

)
+

(
t
1

)
ut +

(
ǫt
0

)
,

where {ǫt} is a white noise sequence with Eǫt = 0 and Eǫ2t = v. Given (x0, y0), we wish

to choose {ut}9t=0 to minimize C = E
[
x210 +

∑9
t=0 u

2
t

]
.

Show that for some {at} this problem can be reduced to one of controlling a scalar
state ξt = xt + atyt.

Find, in terms of x0, y0, the optimal u0. What is the change in minimum C
achievable when the system starts in (x0, y0) as compared to when it starts in (0, 0)?

Consider now a trajectory starting at (x−1, y−1) = (11,−1). What value of u−1 is
optimal if we wish to minimize 5u2−1 + C?

Part II, 2013 List of Questions

2013
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Paper 2, Section II

29K Optimization and Control
Suppose {xt}t>0 is a Markov chain. Consider the dynamic programming equation

Fs(x) = max
{
r(x), βE

[
Fs−1(x1) | x0 = x

]}
, s = 1, 2, . . . ,

with r(x) > 0, β ∈ (0, 1), and F0(x) = 0. Prove that:

(i) Fs(x) is nondecreasing in s;

(ii) Fs(x) 6 F (x), where F (x) is the value function of an infinite-horizon problem that
you should describe;

(iii) F∞(x) = lims→∞ Fs(x) = F (x).

A coin lands heads with probability p. A statistician wishes to choose between:
H0 : p = 1/3 and H1 : p = 2/3, one of which is true. Prior probabilities of H1 and H0 in
the ratio x : 1 change after one toss of the coin to ratio 2x : 1 (if the toss was a head) or
to ratio x : 2 (if the toss was a tail). What problem is being addressed by the following
dynamic programming equation?

F (x) = max
{

1
1+x ,

x
1+x , β

[(
1

1+x
2
3 +

x
1+x

1
3

)
F (x/2) +

(
1

1+x
1
3 + x

1+x
2
3

)
F (2x)

]}
.

Prove that G(x) = (1 + x)F (x) is a convex function of x.

By sketching a graph of G, describe the form of the optimal policy.

Part II, 2013 List of Questions [TURN OVER

2013
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Paper 3, Section II

28J Optimization and Control
A state variable x = (x1, x2) ∈ R2 is subject to dynamics

ẋ1(t) = x2(t)

ẋ2(t) = u(t),

where u = u(t) is a scalar control variable constrained to the interval [−1, 1]. Given an
initial value x(0) = (x1, x2), let F (x1, x2) denote the minimal time required to bring the
state to (0, 0). Prove that

max
u∈[−1,1]

{
−x2

∂F

∂x1
− u

∂F

∂x2
− 1

}
= 0 .

Explain how this equation figures in Pontryagin’s maximum principle.

Use Pontryagin’s maximum principle to show that, on an optimal trajectory, u(t)
only takes the values 1 and −1, and that it makes at most one switch between them.

Show that u(t) = 1, 0 6 t 6 2 is optimal when x(0) = (2,−2).

Find the optimal control when x(0) = (7,−2).

Paper 4, Section II

28J Optimization and Control
A factory has a tank of capacity 3m3 in which it stores chemical waste. Each week

the factory produces, independently of other weeks, an amount of waste that is equally
likely to be 0, 1, or 2 m3. If the amount of waste exceeds the remaining space in the tank
then the excess must be specially handled at a cost of £C per m3. The tank may be
emptied or not at the end of each week. Emptying costs £D, plus a variable cost of £α
for each m3 of its content. It is always emptied when it ends the week full.

It is desired to minimize the average cost per week. Write down equations from
which one can determine when it is optimal to empty the tank.

Find the average cost per week of a policy π, which empties the tank if and only if
its content at the end of the week is 2 or 3m3.

Describe the policy improvement algorithm. Explain why, starting from π, this
algorithm will find an optimal policy in at most three iterations.

Prove that π is optimal if and only if C > α+ (4/3)D.

Part II, 2012 List of Questions [TURN OVER

2012
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Paper 2, Section II

29J Optimization and Control
Describe the elements of a generic stochastic dynamic programming equation for the

problem of maximizing the expected sum of discounted rewards accrued at times 0, 1, . . . .
What is meant by the positive case? What is specially true in this case that is not true in
general?

An investor owns a single asset which he may sell once, on any of the days
t = 0, 1, . . . . On day t he will be offered a price Xt. This value is unknown until day
t, is independent of all other offers, and a priori it is uniformly distributed on [0, 1].
Offers remain open, so that on day t he may sell the asset for the best of the offers made
on days 0, . . . , t. If he sells for x on day t then the reward is xβt. Show from first principles
that if 0 < β < 1 then there exists x̄ such that the expected reward is maximized by selling
the first day the offer is at least x̄.

For β = 4/5, find both x̄ and the expected reward under the optimal policy.

Explain what is special about the case β = 1.

Part II, 2012 List of Questions

2012
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Paper 2, Section II

29K Optimization and Control
Consider an optimal stopping problem in which the optimality equation takes the

form
Ft(x) = max

{
r(x), E[Ft+1(xt+1)]

}
, t = 1, . . . , N − 1 ,

FN (x) = r(x), and where r(x) > 0 for all x. Let S denote the stopping set of the one-
step-look-ahead rule. Show that if S is closed (in a sense you should explain) then the
one-step-look-ahead rule is optimal.

N biased coins are to be tossed successively. The probability that the ith coin toss
will show a head is known to be pi (0 < pi < 1). At most once, after observing a head,
and before tossing the next coin, you may guess that you have just seen the last head (i.e.
that all subsequent tosses will show tails). If your guess turns out to be correct then you
win £1.

Suppose that you have not yet guessed ‘last head’, and the ith toss is a head. Show
that it cannot be optimal to guess that this is the last head if

pi+1

qi+1
+ · · ·+ pN

qN
> 1 ,

where qj = 1− pj.

Suppose that pi = 1/i. Show that it is optimal to guess that the last head is the
first head (if any) to occur after having tossed at least i∗ coins, where i∗ ≈ N/e when N
is large.

Part II, 2011 List of Questions

2011
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Paper 3, Section II

28K Optimization and Control
An observable scalar state variable evolves as xt+1 = xt + ut, t = 0, 1, . . . . Let

controls u0, u1, . . . be determined by a policy π and define

Cs(π, x0) =

s−1∑

t=0

(x2t + 2xtut + 7u2t ) and Cs(x0) = inf
π

Cs(π, x0) .

Show that it is possible to express Cs(x0) in terms of Πs, which satisfies the recurrence

Πs =
6(1 + Πs−1)

7 + Πs−1
, s = 1, 2, . . . ,

with Π0 = 0.

Deduce that C∞(x0) > 2x20. [C∞(x0) is defined as lim
s→∞

Cs(x0).]

By considering the policy π∗ which takes ut = −(1/3)(2/3)tx0, t = 0, 1, . . . , show
that C∞(x0) = 2x20.

Give an alternative description of π∗ in closed-loop form.

Part II, 2011 List of Questions [TURN OVER

2011
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Paper 4, Section II

28K Optimization and Control
Describe the type of optimal control problem that is amenable to analysis using

Pontryagin’s Maximum Principle.

A firm has the right to extract oil from a well over the interval [0, T ]. The oil can
be sold at price £p per unit. To extract oil at rate u when the remaining quantity of oil
in the well is x incurs cost at rate £u2/x. Thus the problem is one of maximizing

∫ T

0

[
pu(t)− u(t)2

x(t)

]
dt ,

subject to dx(t)/dt = −u(t), u(t) > 0, x(t) > 0. Formulate the Hamiltonian for this
problem.

Explain why λ(t), the adjoint variable, has a boundary condition λ(T ) = 0.

Use Pontryagin’s Maximum Principle to show that under optimal control

λ(t) = p− 1

1/p + (T − t)/4

and

dx(t)

dt
= − 2px(t)

4 + p(T − t)
.

Find the oil remaining in the well at time T , as a function of x(0), p, and T ,

Part II, 2011 List of Questions

2011
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Paper 2, Section II

29J Optimization and Control
(a) Suppose that

(
X
Y

)
∼ N

((
µX

µY

)
,

(
VXX VXY

VY X VY Y

))
.

Prove that conditional on Y = y, the distribution of X is again multivariate normal, with
mean µX + VXY V

−1
Y Y (y − µY ) and covariance VXX − VXY V

−1
Y Y VY X .

(b) The Rd-valued process X evolves in discrete time according to the dynamics

Xt+1 = AXt + εt+1,

where A is a constant d × d matrix, and εt are independent, with common N(0,Σε)
distribution. The process X is not observed directly; instead, all that is seen is the
process Y defined as

Yt = CXt + ηt,

where ηt are independent of each other and of the εt, with common N(0,Ση) distribution.

If the observer has the prior distribution X0 ∼ N(X̂0, V0) for X0, prove that at
all later times the distribution of Xt conditional on Yt ≡ (Y1, . . . , Yt) is again normally
distributed, with mean X̂t and covariance Vt which evolve as

X̂t+1 = AX̂t +MtC
T (Ση +CMtC

T )−1(Yt+1 − CAX̂t),

Vt+1 = Mt −MtC
T (Ση + CMtC

T )−1CMt,

where
Mt = AVtA

T +Σε.

(c) In the special case where both X and Y are one-dimensional, and A = C = 1,
Σε = 0, find the form of the updating recursion. Show in particular that

1

Vt+1
=

1

Vt
+

1

Ση

and that
X̂t+1

Vt+1
=

X̂t

Vt
+

Yt+1

Ση
.

Hence deduce that, with probability one,

lim
t→∞

X̂t = lim
t→∞

t−1
t∑

j=1

Yj.
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Consider an infinite-horizon controlled Markov process having per-period costs

c(x, u) > 0, where x ∈ X is the state of the system, and u ∈ U is the control. Costs
are discounted at rate β ∈ (0, 1], so that the objective to be minimized is

E
[ ∑

t>0

βtc(Xt, ut)
∣∣ X0 = x

]
.

What is meant by a policy π for this problem?

Let L denote the dynamic programming operator

Lf(x) ≡ inf
u∈U

{
c(x, u) + βE

[
f(X1)

∣∣X0 = x, u0 = u
] }

.

Further, let F denote the value of the optimal control problem:

F (x) = inf
π

Eπ

[ ∑

t>0

βtc(Xt, ut)
∣∣ X0 = x

]
,

where the infimum is taken over all policies π, and Eπ denotes expectation under policy
π. Show that the functions Ft defined by

Ft+1 = LFt (t > 0), F0 ≡ 0

increase to a limit F∞ ∈ [0,∞]. Prove that F∞ 6 F . Prove that F = LF .

Suppose that Φ = LΦ > 0. Prove that Φ > F .

[You may assume that there is a function u∗ : X → U such that

LΦ(x) = c(x, u∗(x)) + βE
[
Φ(X1)

∣∣X0 = x, u0 = u∗(x)
]
,

though the result remains true without this simplifying assumption.]
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Dr Seuss’ wealth xt at time t evolves as

dx

dt
= rxt + ℓt − ct,

where r > 0 is the rate of interest earned, ℓt is his intensity of working (0 6 ℓ 6 1), and
ct is his rate of consumption. His initial wealth x0 > 0 is given, and his objective is to
maximize ∫ T

0
U(ct, ℓt) dt,

where U(c, ℓ) = cα(1− ℓ)β , and T is the (fixed) time his contract expires. The constants α
and β satisfy the inequalities 0 < α < 1, 0 < β < 1, and α+ β > 1. At all times, ct must
be non-negative, and his final wealth xT must be non-negative. Establish the following
properties of the optimal solution (x∗, c∗, ℓ∗):

(i) βc∗t = α(1 − ℓ∗t );

(ii) c∗t ∝ e−γrt, where γ ≡ (β − 1 + α)−1;

(iii) x∗t = Aert +Be−γrt − r−1 for some constants A and B.

Hence deduce that the optimal wealth is

x∗t =
(1− e−γrT (1 + rx0))e

rt + ((1 + rx0)e
rT − 1)e−γrt

r(erT − e−γrT )
− 1

r
.
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In the context of stochastic dynamic programming, explain what is meant by an

average-reward optimal policy.

A player has a fair coin and a six-sided die. At each epoch he may choose either to
toss the coin or to roll the die. If he tosses the coin and it shows heads then he adds 1 to
his total score, and if it shows tails then he adds 0. If he rolls the die then he adds the
number showing. He wins a reward of £1 whenever his total score is divisible by 3.

Suppose the player always tosses the coin. Find his average reward per toss.

Still using the above policy, and given that he starts with a total score of x, let
Fs(x) be the expected total reward over the next s epochs. Find the value of

lim
s→∞

[
Fs(x)− Fs(0)

]
.

Use the policy improvement algorithm to find a policy that produces a greater
average reward than the policy of only tossing the coin.

Find the average-reward optimal policy.

Paper 3, Section II

28I Optimization and Control
Two scalar systems have dynamics

xt+1 = xt + ut + ǫt, yt+1 = yt + wt + ηt,

where {ǫt} and {ηt} are independent sequences of independent and identically distributed
random variables of mean 0 and variance 1. Let

F (x) = inf
π

E

[ ∞∑

t=0

(
x2t + u2t

)
(2/3)t

∣∣∣∣∣ x0 = x

]
,

where π is a policy in which ut depends on only x0, . . . , xt.

Show that G(x) = Px2+d is a solution to the optimality equation satisfied by F (x),
for some P and d which you should find.

Find the optimal controls.

State a theorem that justifies F (x) = G(x).

For each of the two cases (a) λ = 0 and (b) λ = 1, find controls {ut, wt} which
minimize

E

[ ∞∑

t=0

(
x2t + 2λxtyt + y2t + u2t + w2

t

)
(2/3 + λ/12)t

∣∣∣∣∣ x0 = x , y0 = y

]
.
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Explain how transversality conditions can be helpful when employing Pontryagin’s

Maximum Principle to solve an optimal control problem.

A particle in R2 starts at (0, 0.5) and follows the dynamics

ẋ = u
√

| y| , ẏ = v
√

| y| , t ∈ [0, T ] ,

where controls u(t) and v(t) are to be chosen subject to u2(t) + v2(t) = 1 .

Using Pontryagin’s maximum principle do the following:

(a) Find controls that minimize −y(1);

(b) Suppose we wish to choose T and the controls u, v to minimize −y(T ) + T under a
constraint (x(T ), y(T )) = (1, 1). By expressing both dy/dx and d2y/dx2 in terms of
the adjoint variables, show that on an optimal trajectory,

1 +

(
dy

dx

)2

+ 2y
d2y

dx2
= 0 .
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Consider a stochastic controllable dynamical system P with action-space A and
countable state-space S. Thus P = (pxy(a) : x, y ∈ S, a ∈ A) and pxy(a) denotes the
transition probability from x to y when taking action a. Suppose that a cost c(x, a)
is incurred each time that action a is taken in state x, and that this cost is uniformly
bounded. Write down the dynamic optimality equation for the problem of minimizing the
expected long-run average cost.

State in terms of this equation a general result, which can be used to identify an
optimal control and the minimal long-run average cost.

A particle moves randomly on the integers, taking steps of size 1. Suppose we can
choose at each step a control parameter u ∈ [α, 1− α], where α ∈ (0, 1/2) is fixed, which
has the effect that the particle moves in the positive direction with probability u and
in the negative direction with probability 1 − u. It is desired to maximize the long-run
proportion of time π spent by the particle at 0. Show that there is a solution to the
optimality equation for this example in which the relative cost function takes the form
θ(x) = µ |x| , for some constant µ .

Determine an optimal control and show that the maximal long-run proportion of
time spent at 0 is given by

π =
1− 2α

2 (1− α)
.

You may assume that it is valid to use an unbounded function θ in the optimality equation
in this example.
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Let Q be a positive-definite symmetric m ×m matrix. Show that a non-negative
quadratic form on Rd × Rm of the form

c(x, a) = xTRx+ xTSTa+ aTSx+ aTQa, x ∈ Rd, a ∈ Rm,

is minimized over a, for each x, with value xT (R− STQ−1S)x, by taking a = Kx, where
K = −Q−1S.

Consider for k 6 n the controllable stochastic linear system in Rd

Xj+1 = AXj +BUj + εj+1, j = k, k + 1, . . . , n− 1,

starting from Xk = x at time k, where the control variables Uj take values in Rm, and
where εk+1, . . . , εn are independent, zero-mean random variables, with var(εj) = Nj .
Here, A, B and Nj are, respectively, d× d, d×m and d× d matrices. Assume that a cost
c(Xj , Uj) is incurred at each time j = k, . . . , n−1 and that a final cost C(Xn) = XT

n Π0Xn

is incurred at time n. Here, Π0 is a given non-negative-definite symmetric matrix. It is
desired to minimize, over the set of all controls u, the total expected cost V u(k, x). Write
down the optimality equation for the infimal cost function V (k, x).

Hence, show that V (k, x) has the form

V (k, x) = xTΠn−kx+ γk

for some non-negative-definite symmetric matrix Πn−k and some real constant γk. Show
how to compute the matrix Πn−k and constant γk and how to determine an optimal
control.
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State Pontryagin’s maximum principle for the controllable dynamical system with
state-space R+, given by

ẋt = b(t, xt, ut), t > 0,

where the running costs are given by c(t, xt, ut), up to an unconstrained terminal time τ
when the state first reaches 0, and there is a terminal cost C(τ).

A company pays a variable price p(t) per unit time for electrical power, agreed in
advance, which depends on the time of day. The company takes on a job at time t = 0,
which requires a total amount E of electrical energy, but can be processed at a variable
level of power consumption u(t) ∈ [0, 1]. If the job is completed by time τ , then the
company will receive a reward R(τ). Thus, it is desired to minimize

∫ τ

0

u(t)p(t)dt−R(τ),

subject to ∫ τ

0

u(t)dt = E, u(t) ∈ [0, 1],

with τ > 0 unconstrained. Take as state variable the energy xt still needed at time t to
complete the job. Use Pontryagin’s maximum principle to show that the optimal control
is to process the job on full power or not at all, according as the price p(t) lies below or
above a certain threshold value p∗.

Show further that, if τ∗ is the completion time for the optimal control, then

p∗ + Ṙ(τ∗) = p(τ∗) .

Consider a case in which p is periodic, with period one day, where day 1 corresponds
to the time interval [0, 2], and p(t) = (t − 1)2 during day 1. Suppose also that
R(τ) = 1/(1+τ) and E = 1/2. Determine the total energy cost and the reward associated
with the threshold p∗ = 1/4 .

Hence, show that any threshold low enough to carry processing over into day 2 is
suboptimal.

Show carefully that the optimal price threshold is given by p∗ = 1/4 .
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State Pontryagin’s maximum principle in the case where both the terminal time
and the terminal state are given.

Show that π is the minimum value taken by the integral

1
2

∫ 1

0

(u2t + v2t ) dt

subject to the constraints x0 = y0 = z0 = x1 = y1 = 0 and z1 = 1, where

ẋt = ut, ẏt = vt, żt = utyt − vtxt, 0 6 t 6 1.

[You may find it useful to note the fact that the problem is rotationally symmetric about
the z-axis, so that the angle made by the initial velocity (ẋ0, ẏ0) with the positive x-axis
may be chosen arbitrarily.]

3/II/28I Optimization and Control

Let P be a discrete-time controllable dynamical system (or Markov decision process)
with countable state-space S and action-space A. Consider the n-horizon dynamic
optimization problem with instantaneous costs c(k, x, a), on choosing action a in state
x at time k 6 n− 1, with terminal cost C(x), in state x at time n. Explain what is meant
by a Markov control and how the choice of a control gives rise to a time-inhomogeneous
Markov chain.

Suppose we can find a bounded function V and a Markov control u∗ such that

V (k, x) 6 (c+ PV )(k, x, a), 0 6 k 6 n− 1, x ∈ S, a ∈ A,

with equality when a = u∗(k, x), and such that V (n, x) = C(x) for all x. Here PV (k, x, a)
denotes the expected value of V (k+ 1, Xk+1), given that we choose action a in state x at
time k. Show that u∗ is an optimal Markov control.

A well-shuffled pack of cards is placed face-down on the table. The cards are turned
over one by one until none are left. Exactly once you may place a bet of £1000 on the
event that the next two cards will be red. How should you choose the moment to bet?
Justify your answer.
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4/II/29I Optimization and Control

Consider the scalar controllable linear system, whose state Xn evolves by

Xn+1 = Xn + Un + εn+1,

with observations Yn given by
Yn+1 = Xn + ηn+1.

Here, Un is the control variable, which is to be determined on the basis of the observations
up to time n, and εn, ηn are independent N(0, 1) random variables. You wish to minimize
the long-run average expected cost, where the instantaneous cost at time n is X2

n + U2
n.

You may assume that the optimal control in equilibrium has the form Un = −KX̂n, where
X̂n is given by a recursion of the form

X̂n+1 = X̂n + Un +H(Yn+1 − X̂n),

and where H is chosen so that ∆n = Xn − X̂n is independent of the observations up
to time n. Show that K = H = (

√
5 − 1)/2 = 2/(

√
5 + 1), and determine the minimal

long-run average expected cost. You are not expected to simplify the arithmetic form of
your answer but should show clearly how you have obtained it.
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A policy π is to be chosen to maximize

F (π, x) = Eπ


∑

t>0

βtr(xt, ut)

∣∣∣∣∣ x0 = x


 ,

where 0 < β 6 1. Assuming that r > 0, prove that π is optimal if F (π, x) satisfies the
optimality equation.

An investor receives at time t an income of xt of which he spends ut, subject to
0 6 ut 6 xt. The reward is r(xt, ut) = ut, and his income evolves as

xt+1 = xt + (xt − ut)εt,

where (εt)t>0 is a sequence of independent random variables with common mean θ > 0.
If 0 < β 6 1/(1 + θ), show that the optimal policy is to take ut = xt for all t.

What can you say about the problem if β > 1/(1 + θ)?
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A discrete-time controlled Markov process evolves according to

Xt+1 = λXt + ut + εt, t = 0, 1, . . . ,

where the ε are independent zero-mean random variables with common variance σ2, and
λ is a known constant.

Consider the problem of minimizing

Ft,T (x) = E




T−1∑

j=t

βj−tC(Xj , uj) + βT−tR(XT )


 ,

where C(x, u) = 1
2 (u

2 + ax2), β ∈ (0, 1) and R(x) = 1
2a0x

2 + b0. Show that the optimal
control at time j takes the form uj = kT−jXj for certain constants ki. Show also that the
minimized value for Ft,T (x) is of the form

1
2aT−tx

2 + bT−t

for certain constants aj , bj . Explain how these constants are to be calculated. Prove that
the equation

f(z) ≡ a+
λ2βz

1 + βz
= z

has a unique positive solution z = a∗, and that the sequence (aj)j>0 converges monotoni-
cally to a∗.

Prove that the sequence (bj)j>0 converges, to the limit

b∗ ≡ βσ2a∗
2(1− β)

.

Finally, prove that kj → k∗ ≡ −βa∗λ/(1 + βa∗).

4/II/29I Optimization and Control

An investor has a (possibly negative) bank balance x(t) at time t. For given positive
x(0), T, µ,A and r, he wishes to choose his spending rate u(t) > 0 so as to maximize

Φ(u;µ) ≡
∫ T

0

e−βt log u(t) dt+ µe−βTx(T ),

where dx(t)/dt = A + rx(t) − u(t). Find the investor’s optimal choice of control
u(t) = u∗(t;µ).

Let x∗(t;µ) denote the optimally-controlled bank balance. By considering next how
x∗(T ;µ) depends on µ, show that there is a unique positive µ∗ such that x∗(T ;µ∗) = 0. If
the original problem is modified by setting µ = 0, but requiring that x(T ) > 0, show that
the optimal control for this modified problem is u(t) = u∗(t;µ∗).
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Explain what is meant by a time-homogeneous discrete time Markov decision
problem.

What is the positive programming case?

A discrete time Markov decision problem has state space {0, 1, . . . , N}. In state
i, i 6= 0, N , two actions are possible. We may either stop and obtain a terminal reward
r(i) > 0, or may continue, in which case the subsequent state is equally likely to be
i − 1 or i + 1. In states 0 and N stopping is automatic (with terminal rewards r(0) and
r(N) respectively). Starting in state i, denote by Vn(i) and V (i) the maximal expected
terminal reward that can be obtained over the first n steps and over the infinite horizon,
respectively. Prove that limn→∞ Vn = V .

Prove that V is the smallest concave function such that V (i) > r(i) for all i.

Describe an optimal policy.

Suppose r(0), . . . , r(N) are distinct numbers. Show that the optimal policy is
unique, or give a counter-example.

3/II/28I Optimization and Control

Consider the problem

minimize E

[
x(T )2 +

∫ T

0

u(t)2 dt

]

where for 0 6 t 6 T ,
ẋ(t) = y(t) and ẏ(t) = u(t) + ε(t) ,

u(t) is the control variable, and ε(t) is Gaussian white noise. Show that the problem can
be rewritten as one of controlling the scalar variable z(t), where

z(t) = x(t) + (T − t)y(t) .

By guessing the form of the optimal value function and ensuring it satisfies an appropriate
optimality equation, show that the optimal control is

u(t) = − (T − t)z(t)

1 + 1
3 (T − t)3

.

Is this certainty equivalence control?
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A continuous-time control problem is defined in terms of state variable x(t) ∈ Rn

and control u(t) ∈ Rm, 0 6 t 6 T . We desire to minimize
∫ T

0
c(x, t) dt+K(x(T )), where T

is fixed and x(T ) is unconstrained. Given x(0) and ẋ = a(x, u), describe further boundary
conditions that can be used in conjunction with Pontryagin’s maximum principle to find
x, u and the adjoint variables λ1, . . . , λn.

Company 1 wishes to steal customers from Company 2 and maximize the profit it
obtains over an interval [0, T ]. Denoting by xi(t) the number of customers of Company i,
and by u(t) the advertising effort of Company 1, this leads to a problem

minimize

∫ T

0

[
x2(t) + 3u(t)

]
dt ,

where ẋ1 = ux2, ẋ2 = −ux2, and u(t) is constrained to the interval [0, 1]. Assuming
x2(0) > 3/T , use Pontryagin’s maximum principle to show that the optimal advertising
policy is bang-bang, and that there is just one change in advertising effort, at a time t∗,
where

3 et
∗
= x2(0)(T − t∗) .
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