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Paper 1, Section I

7H Optimisation
What is the minimum-cost flow problem on a graph with vertex set V = {1, 2, . . . , n}

and edge set E? Your answer should be in terms of

• a cost matrix C ∈ Rn×n,

• a vector b ∈ Rn whose i-th entry is the amount of flow that enters vertex i,

• a lower bound on the flow given by a matrix M ∈ Rn×n, and

• an upper bound on the flow given by a matrix M ∈ Rn×n.

Show that we can always assume M = 0 by constructing an equivalent problem to
the general problem above. Explain why the problems are equivalent.

Paper 2, Section I

7H Optimisation
Solve the following optimisation problem using the Lagrange sufficiency theorem:

minimise x2 + y4 + z6

subject to x+ 2y + 3z = 6.

Does strong duality hold for this problem?

Let φ be the value function φ(b) = inf{x2 + y4 + z6 : x+ 2y+ 3z = b}. Evaluate the
derivative φ′(6).

Part IB, Paper 1
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Paper 3, Section II

19H Optimisation
Let S ⊂ R3 be the set of all (x1, x2, x3) ∈ R3 satisfying the following linear

inequalities:

0 6 x1, x2, x3 6 1,

x1 + x2 + x3 6 2.5.

(a) Show that S is a non-empty convex set.

(b) What is meant by an extreme point of a convex set? Find all extreme points of S.

(c) Suppose we want to solve the following linear program:

maximise x1 + 2x2 + 4x3

subject to (x1, x2, x3) ∈ S.

What is the solution to this problem and where is it attained?

(d) Suppose the simplex method is initialised at (0, 0, 0) to solve the above linear
program. Recall that depending on the choices of pivot elements made at each
step, many different outcomes are possible. Here, an outcome denotes the path the
simplex method takes over the basic feasible solutions of the problem.

What is the smallest number of steps in which the simplex method can find the
solution? What is the largest number of steps in which the simplex method can
find the solution? Calculate the total number of distinct outcomes possible when
the simplex method is initialised at (0, 0, 0).

It may be helpful to draw a picture.

Paper 4, Section II

18H Optimisation
Let A be the m× n payoff matrix of a two-person, zero-sum game. What is Player

I’s optimization problem?

Write down a sufficient condition that a vector p ∈ Rm is an optimal mixed strategy
for Player I in terms of the optimal mixed strategy for Player II and the value of the game.

If m = n and A is an invertible, symmetric matrix such that A−1e > 0, where
e = (1, 1, . . . , 1)> ∈ Rm, show that the value of the game is (e>A−1e)−1.

Consider the following game: Players I and II each have three cards labelled 1, 2,
and 3. Each player chooses one of their cards, independently of the other player, and
places it in the same envelope. If the sum of the numbers in the envelope is smaller than
or equal to 4, then Player II pays Player I the sum (in £), and otherwise Player I pays
Player II the sum. (For instance, if Player I chooses card 3 and Player II chooses card 2,
then Player I pays Player II £5.) What is the optimal strategy for each player?

Part IB, Paper 1 [TURN OVER]
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Paper 1, Section I
7H Optimisation

Let f : Rn → R be a continuously differentiable convex function. Briefly describe
the steps of the gradient descent method for minimizing f .

Suppose f : Rn → R is a twice-differentiable function satisfying αI � ∇2f(x) � βI
for some α, β > 0 and all x ∈ Rn. Suppose the gradient descent method is run with step
size η = 1

β . How does the rate of convergence of the gradient descent method depend on

the condition number β
α?

Now let f(x, y, z) = x2+100y2+10000z2. Compute a condition number for f . Find
a linear transformation A : R3 → R3 such that f ◦A has a condition number of 1.

[For two matrices A,B ∈ Rn, we write A � B to denote the fact that B − A is a
positive semidefinite matrix.]

Paper 2, Section I
7H Optimisation

State the Lagrange sufficiency theorem. Using the Lagrange sufficiency theorem,
solve the following optimisation problem:

minimise − x1 − 3x2

subject to x21 + x22 6 25

− x1 + 2x2 6 5.

Part IB, Paper 1

2022



33

Paper 3, Section II
19H Optimisation

Explain what is meant by a transportation problem with n suppliers and m
consumers.

A straight road contains three bakeries, B1, B2, and B3, and four cafes, C1, C2,
C3, and C4. They are arranged in the following order:

<latexit sha1_base64="8/R1d95csd0Mmb+p8pOKksrJPi4=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY9FLx6r2FpoQ9lsN+3SzSbsToQS+g+8eFDEq//Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQ/DEY38z8xyeujYjVA04S7kd0qEQoGEUr3V97/XLFrblzkFXi5aQCOZr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+aXTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPIzoZIUuWKLRWEqCcZk9jYZCM0ZyokllGlhbyVsRDVlaMMp2RC85ZdXSfu85l3U6nf1SqOax1GEEziFKnhwCQ24hSa0gEEIz/AKb87YeXHenY9Fa8HJZ47hD5zPH/7njPA=</latexit>

B1
<latexit sha1_base64="tKb4QBE7b9v1ck7VqTcyJLfqngM=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHYJUY9ELx7RyCOBDZkdZmHC7OxmpteEEP7AiweN8eofefNvHGAPClbSSaWqO91dQSKFQdf9dnIbm1vbO/ndwt7+weFR8fikZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38799hPXRsTqEScJ9yM6VCIUjKKVHm6q/WLJrbgLkHXiZaQEGRr94ldvELM04gqZpMZ0PTdBf0o1Cib5rNBLDU8oG9Mh71qqaMSNP11cOiMXVhmQMNa2FJKF+ntiSiNjJlFgOyOKI7PqzcX/vG6K4bU/FSpJkSu2XBSmkmBM5m+TgdCcoZxYQpkW9lbCRlRThjacgg3BW315nbSqFe+yUruvlerlLI48nME5lMGDK6jDHTSgCQxCeIZXeHPGzovz7nwsW3NONnMKf+B8/gAAeozx</latexit>

B2
<latexit sha1_base64="6bYRB89i55wqorcqJtulXcz+9PI=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHaVqEeiF49o5JHAhswOvTBhdnYzM2tCCH/gxYPGePWPvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaHSPJaPZpygH9GB5CFn1Fjp4eaiVyy5FXcOskq8jJQgQ71X/Or2Y5ZGKA0TVOuO5ybGn1BlOBM4LXRTjQllIzrAjqWSRqj9yfzSKTmzSp+EsbIlDZmrvycmNNJ6HAW2M6JmqJe9mfif10lNeO1PuExSg5ItFoWpICYms7dJnytkRowtoUxxeythQ6ooMzacgg3BW355lTTPK95lpXpfLdXKWRx5OIFTKIMHV1CDO6hDAxiE8Ayv8OaMnBfn3flYtOacbOYY/sD5/AEB/ozy</latexit>

B3

<latexit sha1_base64="JCHfvbSJkoj184elJmmi1JeCac0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY+FXjxWsbXQhrLZTtqlm03Y3Qgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYhVN6AaBZfYNtwI7CYKaRQIfAwmzbn/+IRK81g+mGmCfkRHkoecUWOl+6Y3KFfcmrsAWSdeTiqQozUof/WHMUsjlIYJqnXPcxPjZ1QZzgTOSv1UY0LZhI6wZ6mkEWo/W1w6IxdWGZIwVrakIQv190RGI62nUWA7I2rGetWbi/95vdSEN37GZZIalGy5KEwFMTGZv02GXCEzYmoJZYrbWwkbU0WZseGUbAje6svrpHNZ865q9bt6pVHN4yjCGZxDFTy4hgbcQgvawCCEZ3iFN2fivDjvzseyteDkM6fwB87nDwB7jPE=</latexit>

C1
<latexit sha1_base64="xMoBNH8Fvlvd06WEUFTHnfJIgek=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHYJUY8kXDyikUcCGzI7zMKE2dnNTK8JIfyBFw8a49U/8ubfOMAeFKykk0pVd7q7gkQKg6777eS2tnd29/L7hYPDo+OT4ulZ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4waSz8zhPXRsTqEacJ9yM6UiIUjKKVHhrVQbHkVtwlyCbxMlKCDM1B8as/jFkacYVMUmN6npugP6MaBZN8XuinhieUTeiI9yxVNOLGny0vnZMrqwxJGGtbCslS/T0xo5Ex0yiwnRHFsVn3FuJ/Xi/F8NafCZWkyBVbLQpTSTAmi7fJUGjOUE4toUwLeythY6opQxtOwYbgrb+8SdrVinddqd3XSvVyFkceLuASyuDBDdThDprQAgYhPMMrvDkT58V5dz5WrTknmzmHP3A+fwAB/4zy</latexit>

C2
<latexit sha1_base64="CUMQO6q+pvZAavwjsmOzx8BTlAQ=">AAAB6XicbVDLTgJBEOzFF+IL9ehlIjHhRHaVqEcSLh7RyCOBDZkdemHC7OxmZtaEEP7AiweN8eofefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj+txvP6HSPJaPZpKgH9Gh5CFn1FjpoX7VL5bcirsAWSdeRkqQodEvfvUGMUsjlIYJqnXXcxPjT6kynAmcFXqpxoSyMR1i11JJI9T+dHHpjFxYZUDCWNmShizU3xNTGmk9iQLbGVEz0qveXPzP66YmvPWnXCapQcmWi8JUEBOT+dtkwBUyIyaWUKa4vZWwEVWUGRtOwYbgrb68TlqXFe+6Ur2vlmrlLI48nME5lMGDG6jBHTSgCQxCeIZXeHPGzovz7nwsW3NONnMKf+B8/gADg4zz</latexit>

C3
<latexit sha1_base64="rbn1CzJxD011qg16RfvtiA2gEIM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY+FXjxWsbXQhrLZTtqlm03Y3Qgl9B948aCIV/+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYhVN6AaBZfYNtwI7CYKaRQIfAwmzbn/+IRK81g+mGmCfkRHkoecUWOl+2Z9UK64NXcBsk68nFQgR2tQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+trh0Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJb/yMyyQ1KNlyUZgKYmIyf5sMuUJmxNQSyhS3txI2pooyY8Mp2RC81ZfXSeey5l3V6nf1SqOax1GEMziHKnhwDQ24hRa0gUEIz/AKb87EeXHenY9la8HJZ07hD5zPHwUHjPQ=</latexit>

C4

The distance between consecutive establishments is 1 mile: For example, the distance
between B1 and C2 is 3 miles. Bakeries B1, B2, and B3 produce 6, 4, and 8 cakes daily,
respectively. Cafes C1, C2, C3, and C4 consume 3, 5, 7, and 3 cakes daily, respectively.
The cost of transporting one cake from a bakery to a cafe is equal to the distance between
the two locations, measured in miles. Cakes may be cut into arbitrary pieces before
transporting. The resulting cost matrix is

C =




1 3 4 6
1 1 2 4
4 2 1 1


 .

(a) Use the north-west corner rule to find a basic feasible solution. Is this solution
degenerate? If not, find a degenerate basic feasible solution to this problem.

(b) Consider the following transportation plan:

– B1 delivers 3 cakes each to C1 and C3,

– B2 delivers 4 cakes to C2, and

– B3 delivers 1 cake to C2, 4 cakes to C3, and 3 cakes to C4.

Explain why this is a basic feasible solution. Calculate the complete transportation
tableau for this solution. Is the solution optimal? If not, perform one step of the
transportation algorithm. Is the solution optimal now?

Part IB, Paper 1 [TURN OVER]
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Paper 4, Section II
18H Optimisation

(a) Explain what is meant by a two player zero-sum game. What are pure and mixed
strategies?

(b) Let 0 < a < b < c < d, and let

A1 =

(
a b
c d

)
, A2 =

(
a b
d c

)
, and A3 =

(
a c
d b

)
.

Which of the three games with the payoff matrices given above admit optimal
strategies that are pure?

(c) Consider the payoff matrix

A =

(
1 5
7 3

)
.

Let p = [p1, p2]
T be the strategy of player 1, and let v be the value of the game.

Show that v > 0. Setting x = [p1/v, p2/v]T , show that the optimal strategy for
player 1 can be found by solving the problem

minimize eTx

subject to ATx > e

x > 0,

where e = [1, 1]T .

(d) Find the dual of the linear program in part (c). Is the dual a linear program in
standard form? Solve the dual using the simplex method and identify the optimal
strategies for both players.

Part IB, Paper 1

2022
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Paper 1, Section I

7H Optimisation
(a) Let fi : Rd → R be a convex function for each i = 1, . . . ,m. Show that

x 7→ max
i=1,...,m

fi(x) and x 7→
m∑

i=1

fi(x)

are both convex functions.

(b) Fix c ∈ Rd. Show that if f : R → R is convex, then g : Rd → R given by
g(x) = f(cTx) is convex.

(c) Fix vectors a1, . . . , an ∈ Rd. Let Q : Rd → R be given by

Q(β) =
n∑

i=1

log(1 + ea
T
i β) +

d∑

j=1

|βj |.

Show that Q is convex. [You may use any result from the course provided you state it.]

Paper 2, Section I

7H Optimisation
Find the solution to the following optimisation problem using the simplex algorithm:

maximise 3x1 + 6x2 + 4x3

subject to 2x1 + 3x2 + x3 6 7,

4x1 + 2x2 + 2x3 6 5,

x1 + x2 + 2x3 6 2, x1, x2, x3 > 0.

Write down the dual problem and give its solution.

Part IB, 2021 List of Questions

2021
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Paper 3, Section II

19H Optimisation
Explain what is meant by a two-person zero-sum game with m×n payoff matrix A,

and define what is meant by an optimal strategy for each player. What are the relationships
between the optimal strategies and the value of the game?

Suppose now that

A =




0 1 1 −4
−1 0 2 2
−1 −2 0 3
4 −2 −3 0


 .

Show that if strategy p = (p1, p2, p3, p4)
T is optimal for player I, it must also be optimal

for player II. What is the value of the game in this case? Justify your answer.

Explain why we must have (Ap)i 6 0 for all i. Hence or otherwise, find the optimal
strategy p and prove that it is unique.

Part IB, 2021 List of Questions [TURN OVER]

2021
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Paper 4, Section II

18H Optimisation

(a) Consider the linear program

P : maximise over x > 0, cTx

subject to Ax = b,

where A ∈ Rm×n, c ∈ Rn and b ∈ Rm. What is meant by a basic feasible solution?

(b) Prove that if P has a finite maximum, then there exists a solution that is a basic
feasible solution.

(c) Now consider the optimisation problem

Q : maximise over x > 0,
cTx

dTx
subject to Ax = b,

dTx > 0,

where matrix A and vectors c, b are as in the problem P , and d ∈ Rn. Suppose
there exists a solution x∗ to Q. Further consider the linear program

R : maximise over y > 0, t > 0, cT y

subject to Ay = bt,

dT y = 1.

(i) Suppose di > 0 for all i = 1, . . . , n. Show that the maximum of R is finite
and at least as large as that of Q.

(ii) Suppose, in addition to the condition in part (i), that the entries of A are
strictly positive. Show that the maximum of R is equal to that of Q.

(iii) Let B be the set of basic feasible solutions of the linear program P . Assuming
the conditions in parts (i) and (ii) above, show that

cTx∗

dTx∗
= max

x∈B
cTx

dTx
.

[Hint: Argue that if (y, t) is in the set A of basic feasible solutions to R, then
y/t ∈ B.]

Part IB, 2021 List of Questions
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Paper 1, Section I

7H Optimisation
Solve the following optimisation problem using the simplex algorithm:

maximise x1 + x2

subject to |x1 − 2x2| 6 2,

4x1 + x2 6 4, x1, x2 > 0.

Suppose the constraints above are now replaced by |x1−2x2| 6 2+ε1 and 4x1+x2 6 4+ε2.
Give an expression for the maximum objective value that is valid for all sufficiently small
non-zero ε1 and ε2.

Paper 2, Section II

19H Optimisation
State and prove the Lagrangian sufficiency theorem.

Solve, using the Lagrangian method, the optimisation problem

maximise x+ y + 2a
√

1 + z

subject to x+
1

2
y2 + z = b ,

x, z > 0 ,

where the constants a and b satisfy a > 1 and b > 1/2.

[You need not prove that your solution is unique.]

Part IB, 2020 List of Questions [TURN OVER]

2020
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Paper 1, Section I

8H Optimisation
Suppose that f is an infinitely differentiable function on R. Assume that there exist

constants 0 < C1, C2 < ∞ so that |f ′′(x)| > C1 and |f ′′′(x)| 6 C2 for all x ∈ R. Fix
x0 ∈ R and for each n ∈ N set

xn = xn−1 −
f ′(xn−1)

f ′′(xn−1)
.

Let x∗ be the unique value of x where f attains its minimum. Prove that

|x∗ − xn+1| 6
C2

2C1
|x∗ − xn|2 for all n ∈ N.

[Hint: Express f ′(x∗) in terms of the Taylor series for f ′ at xn using the Lagrange form
of the remainder: f ′(x∗) = f ′(xn)+f ′′(xn)(x∗−xn)+ 1

2f
′′′(yn)(x∗−xn)2 where yn is between

xn and x∗.]

Paper 2, Section I

9H Optimisation
State the Lagrange sufficiency theorem.

Find the maximum of log(xyz) over x, y, z > 0 subject to the constraint

x2 + y2 + z2 = 1

using Lagrange multipliers. Carefully justify why your solution is in fact the maximum.

Find the maximum of log(xyz) over x, y, z > 0 subject to the constraint

x2 + y2 + z2 6 1.

Part IB, 2019 List of Questions [TURN OVER

2019
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Paper 4, Section II

20H Optimisation
(a) State and prove the max-flow min-cut theorem.

(b) (i) Apply the Ford–Fulkerson algorithm to find the maximum flow of the
network illustrated below, where S is the source and T is the sink.

6

7

3

1

8

2

4

3

8S T

a

b

c

d

e

(ii) Verify the optimality of your solution using the max-flow min-cut theorem.

(iii) Is there a unique flow which attains the maximum? Explain your answer.

(c) Prove that the Ford–Fulkerson algorithm always terminates when the network
is finite, the capacities are integers, and the algorithm is initialised where the initial flow
is 0 across all edges. Prove also in this case that the flow across each edge is an integer.

Paper 3, Section II

21H Optimisation
(a) Suppose that A ∈ Rm×n and b ∈ Rm, with n > m. What does it mean for

x ∈ Rn to be a basic feasible solution of the equation Ax = b?

Assume that the m rows of A are linearly independent, every set of m columns is
linearly independent, and every basic solution has exactly m non-zero entries. Prove that
the extreme points of X (b) = {x > 0 : Ax = b} are the basic feasible solutions of Ax = b.
[Here, x > 0 means that each of the coordinates of x are at least 0.]

(b) Use the simplex method to solve the linear program

max 4x1 + 3x2 + 7x3

s.t. x1 + 3x2 + x3 6 14

4x1 + 3x2 + 2x3 6 5

− x1 + x2 − x3 > −2

x1, x2, x3 > 0.

Part IB, 2019 List of Questions

2019
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Paper 1, Section I

8H Optimisation
What is meant by a transportation problem? Illustrate the transportation algorithm

by solving the problem with three sources and three destinations described by the table

Destinations
4 3 1 10

Sources 6 10 3 8
3 5 7 8
3 9 14

where the figures in the boxes denote transportation costs, the right-hand column denotes
supplies, and the bottom row denotes requirements.

Paper 2, Section I

9H Optimisation
What does it mean to state that f : Rn → R is a convex function?

Suppose that f, g : Rn → R are convex functions, and for b ∈ R let

φ(b) = inf{f(x) : g(x) 6 b}.

Assuming φ(b) is finite for all b ∈ R, prove that the function φ is convex.

Paper 4, Section II

20H Optimisation
Given a network with a source A, a sink B, and capacities on directed edges, define

a cut. What is meant by the capacity of a cut? State the max-flow min-cut theorem. If
the capacities of edges are integral, what can be said about the maximum flow?

Consider an m × n matrix A in which each entry is either 0 or 1. We say that a
set of lines (rows or columns of the matrix) covers the matrix if each 1 belongs to some
line of the set. We say that a set of 1’s is independent if no pair of 1’s of the set lie in
the same line. Use the max-flow min-cut theorem to show that the maximal number of
independent 1’s equals the minimum number of lines that cover the matrix.

Part IB, 2018 List of Questions

2018



39

Paper 3, Section II

21H Optimisation
State and prove the Lagrangian Sufficiency Theorem.

The manufacturers, A and B, of two competing soap powders must plan how to
allocate their advertising resources (X and Y pounds respectively) among n distinct
geographical regions. If xi > 0 and yi > 0 denote, respectively, the resources allocated to
area i by A and B then the number of packets sold by A and B in area i are

xiui
xi + yi

,
yiui
xi + yi

respectively, where ui is the total market in area i, and u1, u2, . . . , un are known constants.
The difference between the amount sold by A and B is then

n∑

i=1

xi − yi
xi + yi

ui.

A seeks to maximize this quantity, while B seeks to minimize it.

(i) If A knows B’s allocation, how should A choose x = (x1, x2, . . . , xn)?

(ii) Determine the best strategies for A and B if each assumes the other will know
its strategy and react optimally.

Part IB, 2018 List of Questions [TURN OVER

2018
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Paper 1, Section I

8H Optimisation
Solve the following linear programming problem using the simplex method:

max(x1 + 2x2 + x3)

subject to x1, x2, x3 > 0

x1 + x2 + 2x3 6 10

2x1 + x2 + 3x3 6 15.

Suppose we now subtract ∆ ∈ [0, 10] from the right hand side of the last two con-
straints. Find the new optimal value.

Paper 2, Section I

9H Optimisation
Consider the following optimisation problem

P : min f(x) subject to g(x) = b, x ∈ X.

(a) Write down the Lagrangian for this problem. State the Lagrange sufficiency
theorem.

(b) Formulate the dual problem. State and prove the weak duality property.

Part IB, 2017 List of Questions [TURN OVER

2017
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Paper 4, Section II

20H Optimisation
(a) Let G be a flow network with capacities cij on the edges. Explain the maximum

flow problem on this network defining all the notation you need.

(b) Describe the Ford–Fulkerson algorithm for finding a maximum flow and state
the max-flow min-cut theorem.

(c) Apply the Ford–Fulkerson algorithm to find a maximum flow and a minimum
cut of the following network:

s

a

b

d

e

t

8

9

6

5

4

11

13

c
5

7

4

2

6

(d) Suppose that we add ε > 0 to each capacity of a flow network. Is it true that
the maximum flow will always increase by ε? Justify your answer.

Paper 3, Section II

21H Optimisation
(a) Explain what is meant by a two-person zero-sum game with payoff matrix

A = (aij : 1 6 i 6 m, 1 6 j 6 n) and define what is an optimal strategy (also known as a
maximin strategy) for each player.

(b) Suppose the payoff matrix A is antisymmetric, i.e. m = n and aij = −aji for all
i, j. What is the value of the game? Justify your answer.

(c) Consider the following two-person zero-sum game. Let n > 3. Both players
simultaneously call out one of the numbers {1, . . . , n}. If the numbers differ by one, the
player with the higher number wins £1 from the other player. If the players’ choices
differ by 2 or more, the player with the higher number pays £2 to the other player. In
the event of a tie, no money changes hands.

Write down the payoff matrix.

For the case when n = 3 find the value of the game and an optimal strategy for
each player.

Find the value of the game and an optimal strategy for each player for all n.

[You may use results from the course provided you state them clearly.]
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Paper 1, Section I

8H Optimization
Let

A =




5 −2 −5
−2 3 2
−3 6 2
4 −8 −6




be the payoff of a two-person zero-sum game, where player I (randomly) picks a row
to maximise the expected payoff and player II picks a column to minimise the expected
payoff. Find each player’s optimal strategy and the value of the game.

Paper 2, Section I

9H Optimization
Use the simplex algorithm to find the optimal solution to the linear program:

maximise 3x+ 5y subject to 8x + 3y + 10z 6 9, x, y, z > 0
5x + 2y + 4z 6 8
2x + y + 3z 6 2.

Write down the dual problem and find its solution.
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Paper 4, Section II

20H Optimization
(a) What is the maximal flow problem in a network? Explain the Ford–Fulkerson

algorithm. Prove that this algorithm terminates if the initial flow is set to zero and all arc
capacities are rational numbers.

(b) Let A = (ai,j)i,j be an n × n matrix. We say that A is doubly stochastic if
0 6 ai,j 6 1 for i, j and

n∑

i=1

ai,j = 1 for all j,

n∑

j=1

ai,j = 1 for all i.

We say that A is a permutation matrix if ai,j ∈ {0, 1} for all i, j and

for all j there exists a unique i such that ai,j = 1,

for all i there exists a unique j such that ai,j = 1.

Let C be the set of all n × n doubly stochastic matrices. Show that a matrix A is an
extreme point of C if and only if A is a permutation matrix.

Paper 3, Section II

21H Optimization
(a) State and prove the Lagrangian sufficiency theorem.

(b) Let n > 1 be a given constant, and consider the problem:

minimise
n∑

i=1

(
2y2i + x2i

)
subject to xi = 1 +

i∑

k=1

yk for all i = 1, . . . , n.

Find, with proof, constants a, b,A,B such that the optimal solution is given by

xi = a2i + b2−i and yi = A2i +B2−i, for all i = 1, . . . , n.

Part IB, 2016 List of Questions

2016



35

Paper 1, Section I

8H Optimization
(a) Consider a network with vertices in V = {1, . . . , n} and directed edges (i, j) in

E ⊆ V × V . Suppose that 1 is the source and n is the sink. Let Cij, 0 < Cij < ∞, be the
capacity of the edge from vertex i to vertex j for (i, j) ∈ E. Let a cut be a partition of
V = {1, . . . , n} into S and V \ S with 1 ∈ S and n ∈ V \ S. Define the capacity of the
cut S. Write down the maximum flow problem. Prove that the maximum flow is bounded
above by the minimum cut capacity.

(b) Find the maximum flow from the source to the sink in the network below, where
the directions and capacities of the edges are shown. Explain your reasoning.
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Paper 2, Section I

9H Optimization
Define what it means to say that a set S ⊆ Rn is convex. What is meant by an

extreme point of a convex set S?

Consider the set S ⊆ R2 given by

S = {(x1, x2) : x1 + 4x2 6 30, 3x1 + 7x2 6 60, x1 > 0, x2 > 0}.

Show that S is convex, and give the coordinates of all extreme points of S.

For all possible choices of c1 > 0 and c2 > 0, find the maximum value of c1x1+ c2x2
subject to (x1, x2) ∈ S.
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Paper 4, Section II

20H Optimization
Suppose the recycling manager in a particular region is responsible for allocating all

the recyclable waste that is collected in n towns in the region to the m recycling centres
in the region. Town i produces si lorry loads of recyclable waste each day, and recycling
centre j needs to handle dj lorry loads of waste a day in order to be viable. Suppose
that

∑
i si =

∑
j dj . Suppose further that cij is the cost of transporting a lorry load

of waste from town i to recycling centre j. The manager wishes to decide the number
xij of lorry loads of recyclable waste that should go from town i to recycling centre j,
i = 1, . . . , n, j = 1, . . . ,m, in such a way that all the recyclable waste produced by each
town is transported to recycling centres each day, and each recycling centre works exactly
at the viable level each day. Use the Lagrangian sufficiency theorem, which you should
quote carefully, to derive necessary and sufficient conditions for (xij) to minimise the total
cost under the above constraints.

Suppose that there are three recycling centres A, B and C, needing 5, 20 and
20 lorry loads of waste each day, respectively, and suppose there are three towns a, b
and c producing 20, 15 and 10 lorry loads of waste each day, respectively. The costs
of transporting a lorry load of waste from town a to recycling centres A, B and C are
£90, £100 and £100, respectively. The corresponding costs for town b are £130, £140 and
£100, while for town c they are £110, £80 and £80. Recycling centre A has reported that
it currently receives 5 lorry loads of waste per day from town a, and recycling centre C has
reported that it currently receives 10 lorry loads of waste per day from each of towns b and
c. Recycling centre B has failed to report. What is the cost of the current arrangement
for transporting waste from the towns to the recycling centres? Starting with the current
arrangement as an initial solution, use the transportation algorithm (explaining each step
carefully) in order to advise the recycling manager how many lorry loads of waste should
go from each town to each of the recycling centres in order to minimise the cost. What is
the minimum cost?
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Paper 3, Section II

21H Optimization
Consider the linear programming problem P :

minimise cTx subject to Ax > b, x > 0,

where x and c are in Rn, A is a real m × n matrix, b is in Rm and T denotes transpose.
Derive the dual linear programming problem D. Show from first principles that the dual
of D is P .

Suppose that cT = (6, 10, 11), bT = (1, 1, 3) and A =




1 3 8
1 1 2
2 4 4


. Write down

the dual D and find the optimal solution of the dual using the simplex algorithm. Hence,
or otherwise, find the optimal solution x∗ = (x∗1, x

∗
2, x

∗
3) of P .

Suppose that c is changed to c̃ = (6 + ε1, 10 + ε2, 11 + ε3). Give necessary and
sufficient conditions for x∗ still to be the optimal solution of P . If ε1 = ε2 = 0, find the
range of values for ε3 for which x∗ is still the optimal solution of P .
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Paper 1, Section I

8H Optimization
State and prove the Lagrangian sufficiency theorem.

Use the Lagrangian sufficiency theorem to find the minimum of 2x21 + 2x22 + x23
subject to x1 + x2 + x3 = 1 (where x1, x2 and x3 are real).

Paper 2, Section I

9H Optimization
Explain what is meant by a two-player zero-sum game with m × n pay-off matrix

P = (pij), and state the optimal strategies for each player.

Find these optimal strategies when

P =

(
−4 2
2 −4

)
.
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Paper 4, Section II

20H Optimization
Consider a network with a single source and a single sink, where all the edge

capacities are finite. Write down the maximum flow problem, and state the max-flow
min-cut theorem.

Describe the Ford–Fulkerson algorithm. If all edge capacities are integers, explain
why, starting from a suitable initial flow, the algorithm is guaranteed to end after a finite
number of iterations.

The graph in the diagram below represents a one-way road network taking traffic
from point A to point B via five roundabouts Ri, i = 1, . . . , 5. The capacity of each road
is shown on the diagram in terms of vehicles per minute. Assuming that all roundabouts
can deal with arbitrary amounts of flow of traffic, find the maximum flow of traffic (in
vehicles per minute) through this network of roads. Show that this flow is indeed optimal.

After a heavy storm, roundabout R2 is flooded and only able to deal with at most
20 vehicles per minute. Find a suitable new network for the situation after the storm.
Apply the Ford–Fulkerson algorithm to the new network, starting with the zero flow and
explaining each step, to determine the maximum flow and the associated flows on each
road.
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Paper 3, Section II

21H Optimization
Use the two-phase simplex method to maximise 2x1 + x2 + x3 subject to the

constraints
x1 + x2 > 1, x1 + x2 + 2x3 6 4, xi > 0 for i = 1, 2, 3.

Derive the dual of this linear programming problem and find the optimal solution
of the dual.
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Paper 1, Section I

8H Optimization
State sufficient conditions for p and q to be optimal mixed strategies for the row

and column players in a zero-sum game with payoff matrix A and value v.

Rowena and Colin play a hide-and-seek game. Rowena hides in one of 3 locations,
and then Colin searches them in some order. If he searches in order i, j, k then his search
cost is ci, ci + cj or ci + cj + ck, depending upon whether Rowena hides in i, j or k,
respectively, and where c1, c2, c3 are all positive. Rowena (Colin) wishes to maximize
(minimize) the expected search cost.

Formulate the payoff matrix for this game.

Let c = c1+c2+c3. Suppose that Colin starts his search in location i with probability
ci/c, and then, if he does not find Rowena, he searches the remaining two locations in
random order. What bound does this strategy place on the value of the game?

Guess Rowena’s optimal hiding strategy, show that it is optimal and find the value
of the game.

Paper 2, Section I

9H Optimization
Given a network with a source A, a sink B, and capacities on directed arcs, define

what is meant by a minimum cut.

The m streets and n intersections of a town are represented by sets of edges E and
vertices V of a connected graph. A city planner wishes to make all streets one-way while
ensuring it possible to drive away from each intersection along at least k different streets.

Use a theorem about min-cut and max-flow to prove that the city planner can
achieve his goal provided that the following is true:

d(U) > k|U | for all U ⊆ V,

where |U | is the size of U and d(U) is the number edges with at least one end in U . How
could the planner find street directions that achieve his goal?

[Hint: Consider a network having nodes A, B, nodes a1, . . . , am for the streets and
nodes b1, . . . , bn for the intersections. There are directed arcs from A to each ai, and from
each bi to B. From each ai there are two further arcs, directed towards bj and bj′ that
correspond to endpoints of street i.]
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Paper 4, Section II

20H Optimization
Given real numbers a and b, consider the problem P of minimizing

f(x) = ax11 + 2x12 + 3x13 + bx21 + 4x22 + x23

subject to xij > 0 and

x11 + x12 + x13 = 5

x21 + x22 + x23 = 5

x11 + x21 = 3

x12 + x22 = 3

x13 + x23 = 4.

List all the basic feasible solutions, writing them as 2× 3 matrices (xij).

Let f(x) =
∑

ij cijxij. Suppose there exist λi, µj such that

λi + µj 6 cij for all i ∈ {1, 2}, j ∈ {1, 2, 3} .

Prove that if x and x′ are both feasible for P and λi + µj = cij whenever xij > 0, then
f(x) 6 f(x′).

Let x∗ be the initial feasible solution that is obtained by formulating P as a
transportation problem and using a greedy method that starts in the upper left of the
matrix (xij). Show that if a+ 2 6 b then x∗ minimizes f .

For what values of a and b is one step of the transportation algorithm sufficient to
pivot from x∗ to a solution that maximizes f?
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Paper 3, Section II

21H Optimization
Use the two phase method to find all optimal solutions to the problem

maximize 2x1 + 3x2 + x3

subject to x1 + x2 + x3 6 40

2x1 + x2 − x3 > 10

−x2 + x3 > 10

x1, x2, x3 > 0.

Suppose that the values (40, 10, 10) are perturbed to (40, 10, 10) + (ǫ1, ǫ2, ǫ3). Find
an expression for the change in the optimal value, which is valid for all sufficiently small
values of ǫ1, ǫ2, ǫ3.

Suppose that (ǫ1, ǫ2, ǫ3) = (θ,−2θ, 0). For what values of θ is your expression valid?
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Paper 1, Section I

8H Optimization
State the Lagrangian sufficiency theorem.

Use Lagrange multipliers to find the optimal values of x1 and x2 in the problem:

maximize x21 + x2 subject to x21 +
1
2x

2
2 6 b1, x1 > b2 and x1, x2 > 0,

for all values of b1, b2 such that b1 − b22 > 0.

Paper 2, Section I

9H Optimization
Consider the two-player zero-sum game with payoff matrix

A =




2 0 −2
3 4 5
6 0 6


 .

Express the problem of finding the column player’s optimal strategy as a linear program-
ming problem in which x1 + x2 + x3 is to be maximized subject to some constraints.

Solve this problem using the simplex algorithm and find the optimal strategy for
the column player.

Find also, from the final tableau you obtain, both the value of the game and the
row player’s optimal strategy.
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Paper 4, Section II

20H Optimization
Describe the Ford-Fulkerson algorithm.

State conditions under which the algorithm is guaranteed to terminate in a finite
number of steps. Explain why it does so, and show that it finds a maximum flow. [You
may assume that the value of a flow never exceeds the value of any cut.]

In a football league of n teams the season is partly finished. Team i has already won
wi matches. Teams i and j are to meet in mij further matches. Thus the total number
of remaining matches is M =

∑
i<j mij . Assume there will be no drawn matches. We

wish to determine whether it is possible for the outcomes of the remaining matches to
occur in such a way that at the end of the season the numbers of wins by the teams are
(x1, . . . , xn).

Invent a network flow problem in which the maximum flow from source to sink
equals M if and only if (x1, . . . , xn) is a feasible vector of final wins.

Illustrate your idea by answering the question of whether or not x = (7, 5, 6, 6) is a
possible profile of total end-of-season wins when n = 4, w = (1, 2, 3, 4), and M = 14 with

(mij) =




− 2 2 2
2 − 1 1
2 1 − 6
2 1 6 −


 .
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Paper 3, Section II

21H Optimization
For given positive real numbers (cij : i, j ∈ {1, 2, 3}), consider the linear program

P : minimize
3∑

i=1

3∑

j=1

cijxij ,

subject to
3∑

i=1

xij 6 1 for all j,
3∑

j=1

xij > 1 for all i,

and xij > 0 for all i, j.

(i) Consider the feasible solution x in which x11 = x12 = x22 = x23 = x31 = x33 = 1/2
and xij = 0 otherwise. Write down two basic feasible solutions of P , one of which
you can be sure is at least as good as x. Are either of these basic feasible solutions
of P degenerate?

(ii) Starting from a general definition of a Lagrangian dual problem show that the dual
of P can be written as

D : maximize
λi>0, µi>0

3∑

i=1

(λi − µi) subject to λi − µj 6 cij for all i, j.

What happens to the optimal value of this problem if the constraints λi > 0 and
µi > 0 are removed?

Prove that x11 = x22 = x33 = 1 is an optimal solution to P if and only if there exist
λ1, λ2, λ3 such that

λi − λj 6 cij − cjj, for all i, j.

[You may use any facts that you know from the general theory of linear programming
provided that you state them.]
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Paper 1, Section I

8H Optimization
Suppose that Ax 6 b and x > 0 and AT y > c and y > 0 where x and c are

n-dimensional column vectors, y and b are m-dimensional column vectors, and A is an
m× n matrix. Here, the vector inequalities are interpreted component-wise.

(i) Show that cTx 6 bT y.

(ii) Find the maximum value of

6x1 + 8x2 + 3x3 subject to 2x1 + 4x2 + x3 6 10,
3x1 + 4x2 + 3x3 6 6,
x1, x2, x3 > 0.

You should state any results from the course used in your solution.

Paper 2, Section I

9H Optimization
Let N = {1, . . . , n} be the set of nodes of a network, where 1 is the source and n is

the sink. Let cij denote the capacity of the arc from node i to node j.

(i) In the context of maximising the flow through this network, define the following terms:
feasible flow, flow value, cut, cut capacity.

(ii) State and prove the max-flow min-cut theorem for network flows.
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Paper 3, Section II

21H Optimization
(i) What does it mean to say a set C ⊆ Rn is convex?

(ii) What does it mean to say z is an extreme point of a convex set C?

Let A be an m× n matrix, where n > m. Let b be an m× 1 vector, and let

C = {x ∈ Rn : Ax = b, x > 0}

where the inequality is interpreted component-wise.

(iii) Show that C is convex.

(iv) Let z = (z1, . . . , zn)
T be a point in C with the property that at least m + 1 indices

i are such that zi > 0. Show that z is not an extreme point of C. [Hint: If r > m, then
any set of r vectors in Rm is linearly dependent.]

(v) Now suppose that every set of m columns of A is linearly independent. Let
z = (z1, . . . , zn)

T be a point in C with the property that at most m indices i are such that
zi > 0. Show that z is an extreme point of C.

Paper 4, Section II

20H Optimization
A company must ship coal from four mines, labelled A,B,C,D, to supply three

factories, labelled a, b, c. The per unit transport cost, the outputs of the mines, and the
requirements of the factories are given below.

A B C D

a 12 3 5 2 34

b 4 11 2 6 21

c 3 9 7 4 23

20 32 15 11

For instance, mine B can produce 32 units of coal, factory a requires 34 units of coal, and
it costs 3 units of money to ship one unit of coal from B to a. What is the minimal cost
of transporting coal from the mines to the factories?

Now suppose increased efficiency allows factory b to reduce its requirement to 20.8
units of coal, and as a consequence, mine B reduces its output to 31.8 units. By how much
does the transport cost decrease?
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Paper 1, Section I

8E Optimization
What is the maximal flow problem in a network?

Explain the Ford–Fulkerson algorithm. Why must this algorithm terminate if the
initial flow is set to zero and all arc capacities are rational numbers?

Paper 2, Section I

9E Optimization
Consider the function φ defined by

φ(b) = inf{x2 + y4 : x+ 2 y = b} .

Use the Lagrangian sufficiency theorem to evaluate φ(3). Compute the derivative φ′(3).

Paper 3, Section II

21E Optimization
Let A be the m× n payoff matrix of a two-person, zero-sum game. What is Player

I’s optimization problem?

Write down a sufficient condition that a vector p ∈ Rm is an optimal mixed strategy
for Player I in terms of the optimal mixed strategy of Player II and the value of the
game. If m = n and A is an invertible, symmetric matrix such that A−1e > 0 , where
e = (1, . . . , 1)T ∈ Rm, show that the value of the game is (eTA−1e)−1.

Consider the following game: Players I and II each have three cards labelled 1, 2,
and 3. Each player chooses one of her cards, independently of the other, and places it in
the same envelope. If the sum of the numbers in the envelope is smaller than or equal to
4, then Player II pays Player I the sum (in £), and otherwise Player I pays Player II the
sum. (For instance, if Player I chooses card 3 and Player II choose card 2, then Player I
pays Player II £5.) What is the optimal strategy for each player?

Part IB, 2010 List of Questions [TURN OVER

20102010



36

Paper 4, Section II

20E Optimization
A factory produces three types of sugar, types X, Y, and Z, from three types of

syrup, labelled A, B, and C. The following table contains the number of litres of syrup
necessary to make each kilogram of sugar.

X Y Z

A 3 2 1
B 2 3 2
C 4 1 2

For instance, one kilogram of type X sugar requires 3 litres of A, 2 litres of B, and 4 litres
of C. The factory can sell each type of sugar for one pound per kilogram. Assume that
the factory owner can use no more than 44 litres of A and 51 litres of B, but is required
by law to use at least 12 litres of C. If her goal is to maximize profit, how many kilograms
of each type of sugar should the factory produce?
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Paper 1, Section I

8H Optimization

Find an optimal solution to the linear programming problem

max 3x1 + 2x2 + 2x3

in x > 0 subject to
7x1 + 3x2 + 5x3 6 44,

x1 + 2x2 + x3 6 10,

x1 + x2 + x3 > 8.
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Paper 2, Section I

9H Optimization

The diagram shows a network of sewage treatment plants, shown as circles, con-

nected by pipes. Some pipes (indicated by a line with an arrowhead at one end only)

allow sewage to flow in one direction only, others (indicated by a line with an arrowhead

at both ends) allow sewage to flow in either direction. The capacities of the pipes are

shown. The system serves three towns, shown in the diagram as squares.

Each sewage treatment plant can treat a limited amount of sewage, indicated by

the number in the circle, and this may not be exceeded for fear of environmental damage.

Treated sewage is pumped into the sea, but at any treatment plant incoming untreated

sewage may be immediately pumped to another plant for treatment there.

Find the maximum amount of sewage which can be handled by the system, and how

this is assigned to each of the three towns.
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Paper 3, Section II

20H Optimization

Four factories supply stuff to four shops. The production capacities of the factories

are 7, 12, 8 and 9 units per week, and the requirements of the shops are 8 units per week

each. If the costs of transporting a unit of stuff from factory i to shop j is the (i, j)th

element in the matrix




6 10 3 5

4 8 6 12

3 4 9 2

5 7 2 6




find a minimal-cost allocation of the outputs of the factories to the shops.

Suppose that the cost of producing one unit of stuff varies across the factories, being

3, 2, 4, 5 respectively. Explain how you would modify the original problem to minimise

the total cost of production and of transportation, and find an optimal solution for the

modified problem.
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Paper 4, Section II

20H Optimization

In a pure exchange economy, there are J agents, and d goods. Agent j initially holds

an endowment xj ∈ Rd of the d different goods, j = 1, . . . , J . Agent j has preferences

given by a concave utility function Uj : Rd → R which is strictly increasing in each of its

arguments, and is twice continuously differentiable. Thus agent j prefers y ∈ Rd to x ∈ Rd

if and only if Uj(y) > Uj(x).

The agents meet and engage in mutually beneficial trades. Thus if agent i holding

zi meets agent j holding zj , then the amounts z′i held by agent i and z′j held by agent j

after trading must satisfy Ui(z
′
i) > Ui(zi), Uj(z

′
j) > Uj(zj), and z′i + z′j = zi + zj . Meeting

and trading continues until, finally, agent j holds yj ∈ Rd, where

∑

j

xj =
∑

j

yj,

and there are no further mutually beneficial trades available to any pair of agents. Prove

that there must exist a vector v ∈ Rd and positive scalars λ1, . . . , λJ such that

∇Uj(yj) = λjv

for all j. Show that for some positive a1, . . . , aJ the final allocations yj are what would be

achieved by a social planner, whose objective is to obtain

max
∑

j

ajUj(yj) subject to
∑

j

yj =
∑

j

xj .
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1/I/8H Optimization

State the Lagrangian Sufficiency Theorem for the maximization over x of f(x)
subject to the constraint g(x) = b .

For each p > 0 , solve

max
d∑

i=1

xpi subject to
d∑

i=1

xi = 1, xi > 0 .

2/I/9H Optimization

Goods from three warehouses have to be delivered to five shops, the cost of
transporting one unit of good from warehouse i to shop j being cij , where

C =




2 3 6 6 4
7 6 1 1 5
3 6 6 2 1


 .

The requirements of the five shops are respectively 9, 6, 12, 5 and 10 units of the good,
and each warehouse holds a stock of 15 units. Find a minimal-cost allocation of goods
from warehouses to shops and its associated cost.

3/II/20H Optimization

Use the simplex algorithm to solve the problem

max x1 + 2x2 − 6x3

subject to x1, x2 > 0, |x3| 6 5, and

x1 + x2 + x3 6 7 ,

2x2 + x3 > 1 .
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4/II/20H Optimization

(i) Suppose that f : Rn → R, and g : Rn → Rm are continuously differentiable.
Suppose that the problem

max f(x) subject to g(x) = b

is solved by a unique x̄ = x̄(b) for each b ∈ Rm, and that there exists a unique λ(b) ∈ Rm
such that

ϕ(b) ≡ f(x̄(b)) = sup
x

{
f(x) + λ(b)T (b− g(x))

}
.

Assuming that x̄ and λ are continuously differentiable, prove that

∂ϕ

∂bi
(b) = λi(b) . (∗)

(ii) The output of a firm is a function of the capital K deployed, and the amount
L of labour employed, given by

f(K,L) = KαLβ ,

where α, β ∈ (0, 1). The firm’s manager has to optimize the output subject to the budget
constraint

K + wL = b ,

where w > 0 is the wage rate and b > 0 is the available budget. By casting the problem
in Lagrangian form, find the optimal solution and verify the relation (∗).
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1/I/8C Optimization

State and prove the max-flow min-cut theorem for network flows.

2/I/9C Optimization

Consider the game with payoff matrix




2 5 4
3 2 2
2 1 3


 ,

where the (i, j) entry is the payoff to the row player if the row player chooses row i and
the column player chooses column j.

Find the value of the game and the optimal strategies for each player.

3/II/20C Optimization

State and prove the Lagrangian sufficiency theorem.

Solve the problem

maximize x1 + 3 ln(1 + x2)

subject to 2x1 + 3x2 6 c1,

ln(1 + x1) > c2, x1 > 0, x2 > 0,

where c1 and c2 are non-negative constants satisfying c1 + 2 > 2ec2 .
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4/II/20C Optimization

Consider the linear programming problem

minimize 2x1 − 3x2 − 2x3

subject to − 2x1 + 2x2 + 4x3 6 5

4x1 + 2x2 − 5x3 6 8

5x1 − 4x2 +
1
2 x3 6 5 , xi > 0 , i = 1, 2, 3 .

(i) After adding slack variables z1 , z2 and z3 and performing one iteration of the
simplex algorithm, the following tableau is obtained.

x1 x2 x3 z1 z2 z3

x2 −1 1 2 1/2 0 0 5/2

z2 6 0 −9 −1 1 0 3

z3 1 0 17/2 2 0 1 15

Payoff −1 0 4 3/2 0 0 15/2

Complete the solution of the problem.

(ii) Now suppose that the problem is amended so that the objective function becomes

2x1 − 3x2 − 5x3 .

Find the solution of this new problem.

(iii) Formulate the dual of the problem in (ii) and identify the optimal solution to the
dual.
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1/I/8C Optimization

State the Lagrangian sufficiency theorem.

Let p ∈ (1,∞) and let a1, . . . , an ∈ R. Maximize

n∑

i=1

aixi

subject to
n∑

i=1

|xi|p 6 1, x1, . . . , xn ∈ R.

2/I/9C Optimization

Consider the maximal flow problem on a finite set N , with source A, sink B and
capacity constraints cij for i, j ∈ N . Explain what is meant by a cut and by the capacity
of a cut.

Show that the maximal flow value cannot exceed the minimal cut capacity.

Take N = {0, 1, 2, 3, 4}2 and suppose that, for i = (i1, i2) and j = (j1, j2),

cij = max{|i1 − i2|, |j1 − j2|} if |i1 − j1|+ |i2 − j2| = 1,

and cij = 0 otherwise. Thus the node set is a square grid of 25 points, with positive flow
capacity only between nearest neighbours, and where the capacity of an edge in the grid
equals the larger of the distances of its two endpoints from the diagonal. Find a maximal
flow from (0, 3) to (3, 0). Justify your answer.

3/II/20C Optimization

Explain what is meant by a two-person zero-sum game with payoff matrix
A = (aij : 1 6 i 6 m, 1 6 j 6 n) and what is meant by an optimal strategy
p = (pi : 1 6 i 6 m).

Consider the following betting game between two players: each player bets an
amount 1, 2, 3 or 4; if both bets are the same, then the game is void; a bet of 1 beats a
bet of 4 but otherwise the larger bet wins; the winning player collects both bets. Write
down the payoff matrix A and explain why the optimal strategy p = (p1, p2, p3, p4)

T must
satisfy (Ap)i 6 0 for all i. Hence find p.
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4/II/20C Optimization

Use a suitable version of the simplex algorithm to solve the following linear
programming problem:

maximize 50x1 − 30x2 + x3
subject to x1 + x2 + x3 ≤ 30

2x1 − x2 ≤ 35
x1 + 2x2 − x3 ≥ 40

and x1, x2, x3 ≥ 0.
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1/I/8D Optimization

Consider the problem:

Minimize
m∑

i=1

n∑

j=1

cijxij

subject to
n∑

j=1

xij = ai, i = 1, . . . ,m,

m∑

i=1

xij = bj , j = 1, . . . , n,

xij > 0, for all i, j,

where ai > 0, bj > 0 satisfy
∑m
i=1 ai =

∑n
j=1 bj .

Formulate the dual of this problem and state necessary and sufficient conditions
for optimality.

2/I/9D Optimization

Explain what is meant by a two-person zero-sum game with payoff matrix A = (aij).

Show that the problems of the two players may be expressed as a dual pair of
linear programming problems. State without proof a set of sufficient conditions for a pair
of strategies for the two players to be optimal.
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3/II/20D Optimization

Consider the linear programming problem

maximize 4x1 + x2 − 9x3

subject to x2 − 11x3 6 11

−3x1 + 2x2 − 7x3 6 16

9x1 − 2x2 + 10x3 6 29, xi > 0, i = 1, 2, 3.

(a) After adding slack variables z1, z2 and z3 and performing one pivot in the
simplex algorithm the following tableau is obtained:

x1 x2 x3 z1 z2 z3

z1 0 1 −11 1 0 0 11

z2 0 4
3 − 11

3 0 1 1
3

77
3

x1 1 − 2
9

10
9 0 0 1

9
29
9

Payoff 0 17
9 − 121

9 0 0 − 4
9 − 116

9

Complete the solution of the problem using the simplex algorithm.

(b) Obtain the dual problem and identify its optimal solution from the optimal
tableau in (a).

(c) Suppose that the right-hand sides in the constraints to the original problem
are changed from (11, 16, 29) to (11 + ε1, 16 + ε2, 29 + ε3). Give necessary and sufficient
conditions on (ε1, ε2, ε3) which ensure that the optimal solution to the dual obtained in
(b) remains optimal for the dual for the amended problem.
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4/II/20D Optimization

Describe the Ford–Fulkerson algorithm for finding a maximal flow from a source
to a sink in a directed network with capacity constraints on the arcs. Explain why the
algorithm terminates at an optimal flow when the initial flow and the capacity constraints
are rational.

Illustrate the algorithm by applying it to the problem of finding a maximal flow
from S to T in the network below.

H

GF

E

K J

T

BA

S

D C

5

8

7

6

10

8

9

6

17

11

10

12

4
5

4

10

5
5

7

8

11
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3/I/12G Optimization

Consider the two-person zero-sum game Rock, Scissors, Paper. That is, a player
gets 1 point by playing Rock when the other player chooses Scissors, or by playing Scissors
against Paper, or Paper against Rock; the losing player gets −1 point. Zero points are
received if both players make the same move.

Suppose player one chooses Rock and Scissors (but never Paper) with probabilities
p and 1 − p, 0 6 p 6 1. Write down the maximization problem for player two’s optimal
strategy. Determine the optimal strategy for each value of p.

3/II/23G Optimization

Consider the following linear programming problem:

maximize − x1 + 3x2

subject to x1 + x2 > 3,

−x1 + 2x2 > 6,

−x1 + x2 6 2,

x2 6 5,

xi > 0, i = 1, 2.

Write down the Phase One problem in this case, and solve it.

By using the solution of the Phase One problem as an initial basic feasible solution
for the Phase Two simplex algorithm, solve the above maximization problem. That is,
find the optimal tableau and read the optimal solution (x1, x2) and optimal value from it.

4/I/10G Optimization

State and prove the max flow/min cut theorem. In your answer you should define
clearly the following terms: flow; maximal flow; cut; capacity.

4/II/20G Optimization

For any number c ∈ (0, 1), find the minimum and maximum values of

n∑

i=1

xci ,

subject to
∑n
i=1 xi = 1, x1, . . . , xn > 0. Find all the points (x1, . . . , xn) at which the

minimum and maximum are attained. Justify your answer.
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3/I/5H Optimization

Two players A and B play a zero-sum game with the pay-off matrix

B1 B2 B3

A1 4 −2 −5
A2 −2 4 3
A3 −3 6 2
A4 3 −8 −6

Here, the (i, j) entry of the matrix indicates the pay-off to player A if he chooses move Ai
and player B chooses move Bj . Show that the game can be reduced to a zero-sum game
with 2× 2 pay-off matrix.

Determine the value of the game and the optimal strategy for player A.

3/II/15H Optimization

Explain what is meant by a transportation problem where the total demand equals
the total supply. Write the Lagrangian and describe an algorithm for solving such a
problem. Starting from the north-west initial assignment, solve the problem with three
sources and three destinations described by the table

5 9 1 36
3 10 6 84
7 2 5 40

14 68 78

where the figures in the 3×3 box denote the transportation costs (per unit), the right-hand
column denotes supplies, and the bottom row demands.

4/I/5H Optimization

State and prove the Lagrangian sufficiency theorem for a general optimization
problem with constraints.

4/II/14H Optimization

Use the two-phase simplex method to solve the problem

minimize 5x1 − 12x2 + 13x3

subject to 4x1 + 5x2 ≤ 9,
6x1 + 4x2 + x3 ≥ 12,
3x1 + 2x2 − x3 ≤ 3,

xi ≥ 0, i = 1, 2, 3.
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3/I/5H Optimization

Consider a two-person zero-sum game with a payoff matrix

(
3 b
5 2

)
,

where 0 < b < ∞. Here, the (i, j) entry of the matrix indicates the payoff to player one
if he chooses move i and player two move j. Suppose player one chooses moves 1 and 2
with probabilities p and 1− p, 0 ≤ p ≤ 1. Write down the maximization problem for the
optimal strategy and solve it for each value of b.

3/II/15H Optimization

Consider the following linear programming problem

maximise −2x1 + 3x2
subject to x1 − x2 ≥ 1,

4x1 − x2 ≥ 10, (1)
x2 ≤ 6,
xi ≥ 0, i = 1, 2.

Write down the Phase One problem for (1) and solve it.

By using the solution of the Phase One problem as an initial basic feasible solution
for the Phase Two simplex algorithm, solve (1), i.e., find the optimal tableau and read the
optimal solution (x1, x2) and optimal value from it.

4/I/5H Optimization

State and prove the max flow/min cut theorem. In your answer you should define
clearly the following terms: flow, maximal flow, cut, capacity.
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4/II/14H Optimization

A gambler at a horse race has an amount b > 0 to bet. The gambler assesses pi, the
probability that horse i will win, and knows that si ≥ 0 has been bet on horse i by others,
for i = 1, 2, . . . , n. The total amount bet on the race is shared out in proportion to the bets
on the winning horse, and so the gambler’s optimal strategy is to choose (x1, x2, . . . , xn)
so that it maximizes

n∑

i=1

pixi
si + xi

subject to
n∑

i=1

xi = b, x1, . . . , xn ≥ 0, (1)

where xi is the amount the gambler bets on horse i. Show that the optimal solution to
(1) also solves the following problem:

minimize
n∑

i=1

pisi
si + xi

subject to
n∑

i=1

xi = b, x1, . . . , xn ≥ 0.

Assume that p1/s1 ≥ p2/s2 ≥ . . . ≥ pn/sn. Applying the Lagrangian sufficiency
theorem, prove that the optimal solution to (1) satisfies

p1s1
(s1 + x1)2

= . . . =
pksk

(sk + xk)2
, xk+1 = . . . = xn = 0,

with maximal possible k ∈ {1, 2, . . . , n}.
[You may use the fact that for all λ < 0, the minimum of the function x 7→ ps

s+x − λx on
the non-negative axis 0 ≤ x <∞ is attained at

x(λ) =
(√ ps

−λ − s
)+

≡ max
(√ ps

−λ − s, 0
)
.]

Deduce that if b is small enough, the gambler’s optimal strategy is to bet on the
horses for which the ratio pi/si is maximal. What is his expected gain in this case?
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3/I/5D Optimization

Let a1, . . . , an be given constants, not all equal.

Use the Lagrangian sufficiency theorem, which you should state clearly, without
proof, to minimize

∑n
i=1 x

2
i subject to the two constraints∑n

i=1 xi = 1,
∑n
i=1 aixi = 0.

3/II/15D Optimization

Consider the following linear programming problem,

minimize (3− p)x1 + px2

subject to 2x1 + x2 > 8
x1 + 3x2 > 9
x1 6 6
x1, x2 > 0.

Formulate the problem in a suitable way for solution by the two-phase simplex method.

Using the two-phase simplex method, show that if 2 6 p 6 9
4 then the optimal

solution has objective function value 9 − p, while if 9
4 < p 6 3 the optimal objective

function value is 18− 5p.

4/I/5D Optimization

Explain what is meant by a two-person zero-sum game with payoff matrix A = [aij ].
Write down a set of sufficient conditions for a pair of strategies to be optimal for such a
game.

A fair coin is tossed and the result is shown to player I, who must then decide to
‘pass’ or ‘bet’. If he passes, he must pay player II £1. If he bets, player II, who does not
know the result of the coin toss, may either ‘fold’ or ‘call the bet’. If player II folds, she
pays player I £1. If she calls the bet and the toss was a head, she pays player I £2; if she
calls the bet and the toss was a tail, player I must pay her £2.

Formulate this as a two-person zero-sum game and find optimal strategies for the two
players. Show that the game has value 1

3 .

[Hint: Player I has four possible moves and player II two.]
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4/II/14D Optimization

Dumbledore Publishers must decide how many copies of the best-selling “History of
Hogwarts” to print in the next two months to meet demand. It is known that the demands
will be for 40 thousand and 60 thousand copies in the first and second months respectively,
and these demands must be met on time. At the beginning of the first month, a supply
of 10 thousand copies is available, from existing stock. During each month, Dumbledore
can produce up to 40 thousand copies, at a cost of 400 galleons per thousand copies. By
having employees work overtime, up to 150 thousand additional copies can be printed
each month, at a cost of 450 galleons per thousand copies. At the end of each month,
after production and the current month’s demand has been satisfied, a holding cost of 20
galleons per thousand copies is incurred.

Formulate a transportation problem, with 5 supply points and 3 demand points, to
minimize the sum of production and holding costs during the two month period, and
solve it.

[You may assume that copies produced during a month can be used to meet demand in that
month.]
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